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ABSTRACT 

Human microbiome studies generate huge amount of data that can bring important findings 

related to health care and disease diagnosis. The main characteristics of such data are larger 

number of features than samples and high sparsity that impose challenges to the analytics steps. 

This thesis aims to explore dimensionality reduction on the human microbiome data and to 

evaluate classification of samples in reduced, latent space, compare to original features. Before 

analysis raw DNA sequence data are pre-processed using QIIME2 microbiome analysis package 

and grouped into Operational Taxonomic Units (OTUs). After clustering sequences into OTUs, 

obtained data set contains >30000 features. To uncover structure in high dimensional data of 

OTU features we project it down to a subspace by using well known Singular Value 

Decomposition (SVD)-matrix decomposition and a novel approach based on Autoencoder 

Neural Network, performing in this way dimensionality reduction of original data. After 

dimensionality reduction we apply Random Forest Classifier on both - original data and data 

with reduced set of features. Different measures were performed for evaluation of the algorithms 

such as: 1) accuracy classification score, 2) confusion matrix which provide detailed 

classification across all classes, and 3) classification report derived from confusion matrix 

showing the other important classification metrics. We provide results in reduced space with 

respect to different number of dimensions and evaluate how this parameter impacts the 

classification task. 
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1. INTRODUCTION 

Human microbiome studies generate huge amount of data that can bring important findings 

related to the health care and disease diagnosis. The importance of this topic is highly recognized 

by scientific community, proven by numerous projects dealing with identifying and 

characterizing of microbiome data such as: Human Microbiome project (HMP) [1], Earth 

Microbiome Project (EMP) [2], American Gut Project [3] and MetaSUB: Metagenomics & 

Metadesign of Subways & Urban Biomes [4]. Research studies can be focused on the 

contribution of microbial components and genes on normal human physiology and disease 

predisposition [1]. Additional initiatives are directed towards construction of a global catalogue 

of the microbial diversity, which is a topic of EMP project [2]. Standardization of protocols and 

sample contribution are included as part of the research in the American Gut Project, [3] in order 

to compare human microbiome specimen from different countries. Development and testing 

metagenomic methods and standards, DNA isolation etc. can be used to improve design of cities 

considering public health as part of multidisciplinary engineering action [4].   

The Human microbiome is collection of microorganisms that lives on the surface and inside the 

human host such as skin, gut, surface of the mouth, tooth surface, respiratory tract, and a many 

other sites [5]. Analysis of the human microbiome data is very important issue in human health 

maintenance and diagnosis. Understanding the normal temporal variation in the human 

microbiome is critical to developing treatments for putative microbiome-related afflictions such 

as obesity, Cohn’s disease, inflammatory bowel disease, and malnutrition [6].  

Larger number of features than samples is a characteristic of the microbiome data which makes 

learning of classifiers on such data a slow and difficult problem. Therefore, it is common to 

apply algorithms for dimensionality reduction on data to be able to perform efficient 

classification. 

Prior to the data analysis, the raw sequence data had to be pre-processed. We used QIIME2 

(Quantitative Insights Into Microbial Ecology [7]) microbiome analysis package which helped us 

to analyze DNA sequence. QIIME2 requires Linux environment, therefore all the commands are 
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performed via Docker [8] and can be found in Appendix. Final result of preprocessing is Feature 

Table, which represents main starting point for further data analysis.   

The machine learning algorithms were applied after preprocessing step transformed sequence 

data into Feature Table. We used following algorithms Random Forest for classification, SVD 

(Singular Value Decomposition) and Autoencoder Neural Network for dimensionality reduction. 

We applied Random Forest Classifier on the original data, as well as on the reduced data set in 

order to compare obtained results.  

In the following section we will give detail explanations of data preprocessing in QIIME2, 

theoretical background of algorithms, algorithms implementation and discussion of obtained 

results.   
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2. MICROBIOME DATA  

The data set used in these theses was taken from the study “Moving pictures of the human 

microbiome” [6] that is a high-throughput study of thousands of samples. Data contain two 

groups of examinee male and female and four body sites: the tongue, the left palm of hand, the 

right palm of hand, and the gut, sampled over 396 timepoints. 

16S ribosomal RNA (16S rRNA) marker gene gives possibility to improve technology of gene 

sequencing, decreasing the cost of the sequence process [9]. 16S allows sequence conservation 

and domain structure with variable evolutionary rates. Profiling by 16S is performed prior to 

metagenomic analysis which directs the selection of sequence technology and amount of 

sequencing. Example of small part of data set used in this thesis is shown in Figure 2.1.  

 

Figure 2.1. Small part of the 16S rRNA microbiome data set. 

The data and metadata were taken from MG-RAST which is a Metagenomics Service for 

Analysis of Microbial Community Structure and Function [10]. Data go through MG-RAST 

provides modular analysis pipeline, enabling the user to retrieve the data after/before different 

processing stages. In this work, the data set was retrieved after the quality filtering step [11]. 
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Metadata are very important for data analysis as they provide additional details about the data. 

Specifically, for the used microbiome data set, metadata contain descriptions of the samples, 

such as subject identifier, gender, sampling time, and body site i.e. the location of sampling [12]. 

In the Figure 2.2 simple analysis on the used data was shown to illustrate the counts of 

observations across different body sites and genders using bars. 

 

Figure 2.2. The countplot of body habitat of both individals female and male. 

Data set contains 1967 files each representing one sample. Files were merged to single file with 

the whole size of 11.3 GB. 
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2.1. Preprocessing of Data  

For data preprocessing we used QIIME2. It is an open source microbiome analysis package for 

bioinformatics scientists, which enable realization of the significant microbiome research 

projects. QIIME 2 pipeline is modular, enabling processing from different starting points, 

depending on available data format and type of analysis needed [7]. In the Figure 2.3, workflow 

of QIIME2 for examination of sequence data is represented.  

 

 

Figure 2.3. Workflow of QIIME 2 for examination of sequence data [7]. 

In this work we started with demultiplexed sequence data implying that barcoded reads were 

assigned to the samples they are derived from.  

Our task was to perform clustering of sequences into OTUs (Operational Taxonomic Units) in 

order to obtain Feature Table which is our main result of preprocessing step. Operational 

taxonomic units are groups or clusters of closely related sequences, representing taxonomic unit 

[13]. 
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The first step of preprocessing with QIIME2 is to import data in the special format named 

artifact file with extension *.qza [7]. Set of commands for importing data in artifact trough 

QIIME2 via Docker is given in Appendix 1. 

The clustering analysis steps are introduced in Figure 2.4. Two steps were performed in our 

experimental analysis: dereplication and OTU clustering. We provide here more details on these 

steps.  

 

 

Figure 2.4. Workflow of clustering process [7]. 

 

2.1.1. Dereplication  

Dereplication of sequences is a process of reducing repetition while we keep count of each 

replicate. It is the necessary starting point to all clustering methods in QIIME2 [7]. Set of 

commands for dereplication trough QIIME2 via Docker is given in Appendix 2.  The obtained 

results from dereplicated sequences is the Feature Table [Frequency] which indicates the number 

of times each Operational Taxonomic Unit (OTU) is observed in each of our samples and the 

Feature Data [Sequence] which contain the mapping of each feature identifier to the sequence 

variant that defines that feature. 
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2.1.2. Clustering sequences into OTUs 

In our work we applied closed-reference clustering. Closed-reference clustering of a Feature 

Table is performed at 97% identity against the Greengenes [12] OTUs reference database. Set of 

commands for closed-reference clustering trough QIIME2 via Docker is given in Appendix 3 [7]. 

The reference database is provided as a Feature Data [Sequence] artifact. The sequences in the 

Feature Data [Sequence] artifact are clustered against a reference database. The features in the 

Feature Table obtained in the previous step are changed with new features that are clusters of the 

input features. The obtained results from closed-reference clustering are:   

1. The Feature Table [Frequency] artifact which indicates the number of times each OTU is 

observed in each of our samples. 

2. The Feature Data [Sequence] artifact which in this case is not the sequences defining the 

features in the Feature Table, but rather the collection of feature ids and their sequences that 

didn’t match the reference database at 97% identity.  

After closed-reference clustering resulting in Feature Table [Frequency] we were able to visually 

summarize the data. Set of commands for visual summaries of the data through QIIME2 via 

Docker [7] is given in Appendix 4. 

Example of small part of Feature Table obtained in this thesis is shown in Figure 2.5, where rows 

correspond to samples and columns to OTUs. 

 

Figure 2.5. Small part of Feature Table. 
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The visual summaries of data are presented in Table 2.1, Table 2.2 and Table 2.3. Table 2.1 

presents how many samples, features and frequencies contains our dataset. Table 2.2 and Table 

2.3 present frequencies per sample and frequency per feature, respectively. Those are the 

statistics which QIIME 2 provides. 

 

Table 2.1. The total number of samples, total number of features and total frequency in our 

Feature table. 

TABLE SUMMARY 

Metrics Sample 

Number of samples 1 967 

Number of features 37 315 

Total frequency 63 563 467 
 

 

 

Table 2.2. Related statistics summary of frequency per sample. 

FREQUENCY PER SAMPLE 

Frequency 

Minimum frequency 112,0 

First quartile 10 205,0 

Median frequency 35 508,0 

Third quartile 44 204,5 

Maximum frequency 114 917,0 

Mean frequency 32 314,93 
 

 

 

 



Dimensionality reduction of the Human Microbiome data 2019 

 

 

Mirjana Samardžić  9 

 

 

Table 2.3. Related statistics summary of frequency per feature. 

FREQUENCY PER FEATURE 

Frequency 

Minimum frequency 1,0 

First quartile 3,0 

Median frequency 12,0 

Third quartile 81,0 

Maximum frequency 2 699 423,0 

Mean frequency 1 703,43 
 

The Feature Table was our main result in preprocessing step. The data set contains 37315 

features and 1967 samples. The number of features is much larger than the number of samples. 

The next goal of this thesis is to reduce the dimensionality of data to perform efficient 

classification on original data and on the reduced data as well. 

In the following section we will introduce algorithms for dimensionality reduction: one well 

known based on SVD (Singular Value Decomposition) matrix decomposition and another novel 

that utilizes Autoencoder Neural Network for dimensionality reduction.  
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3. DIMENSIONALITY REDUCTION  

Dimensionality reduction deals with the issue of large number of features compared to the 

number of samples, the characteristics of data sets, which may lead to difficulties in training the 

effective model [14]. When the number of features is very large compared to the number of 

samples in dataset, algorithms may have problem in learning models or recognizing patterns in 

data. Such problem is known as the curse of dimensionality. 

Application of learning classifiers on high dimensional data is a slow and difficult task and may 

result in overfitting. In that case model is too close to particular data set and it can not be applied 

to the future data, as it does not generalize well and the results are unreliable [15].   

In order to improve accuracy and accelerate the learning phase in classification, it is common to 

apply algorithms for dimensionality reduction on data to facilitate efficient classification. In this 

thesis we performed two dimensionality reduction techniques: Singular Value Decomposition 

(SVD) matrix factorization and Autoencoder Neural Network techniques.  

 

3.1. Singular-Value-Decomposition (SVD) 

The Singular value decomposition (SVD) is one of the most commonly used dimensionality 

reduction techniques, which is a type of matrix factorization whose computation is a step in 

many algorithms [16]. SVD makes it easy to eliminate the less important parts of that 

representation to produce an approximate representation with any desired number of dimensions 

[17]. 

Using SVD algorithm, a matrix (𝐴) can be represent as a product of three matrices (𝑈, Σ and 𝑉). 

𝐴 = 𝑈𝛴𝑉𝑇 
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𝛴 is an 𝑛 𝑥 𝑛 diagonal matrix with non-negative real entries, the diagonal entries of 𝛴 are the 

singular values of 𝐴.  

𝑈 is 𝑚 𝑥 𝑛 matrix with orthonormal columns which means that each of its columns is a unit 

vector and the dot product of any two columns is zero. 

𝑉 is an 𝑛 𝑥 𝑛 matrix with orthonormal columns what means that each of its columns is a unit 

vector and the dot product of any two columns is zero.  

In the following Figure 3.1 we can see schematic representation of SVD decomposition.  

                  

 

                                 𝐴𝑚 x 𝑛                               𝑈𝑚 𝑥 𝑛                 𝛴𝑛 𝑥 𝑛               𝑉𝑇
𝑛 𝑥 𝑛  

Figure 3.1. Schematic of SVD decomposition [17]. 

 

3.1.1.  Procedure of a dimensionality reduction through SVD 

The SVD represents a very large matrix A by its components 𝑈, ∑, and 𝑉. It starts with setting 

the smallest of the singular value to zero, which eliminated the corresponding rows of 𝑈 and V 

(Figure 3.1) [17]. 

A useful rule on how to retain enough singular values is to save up 90% of the energy in ∑. That 

is, the sum of the squares of the retained singular values should be at least 90% of the sum of the 

squares of all the singular values [17]. 
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∑ 𝜎𝑖
2

𝑘

𝑖=1
≥ 90% ∑ 𝜎𝑖

2
𝑛

𝑖=1
, 

 

where n is the number of all singular values and k is the minimum number of retained singular 

values, which saves the 90% of variance.  

 

3.2. Autoencoder Neural Network 

3.2.1.  Brief introduction of Neural Networks  

Neural networks are represented as a collection of neurons that are connected in a fully 

connected acyclic graph [18]. They are organized in layers, and layers are further built from 

neurons, and neurons between adjacent layers are connected. Figure 3.2 shows Neural Network 

where the output of one layer is input to the next layer. 

 

Figure 3.2. Neural Network graphical representation [19]. 
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Input Layer – The input layer sends the information to the hidden layer without computation. 

Hidden Layer – The hidden layer is placed between the input layer and output layer; it performs 

computations and transfers information from the input layer to the output layer.  

Output Layer – The output layer is the last computational layer and it sends the information to 

the outside world [19].   

Underlying process can be represented in the following manner: 

For the sake of simplicity, we suppose our network looks like in Figure 3.2. It contains three 

layers 𝐿𝑙, 𝑙 = 1,2,3, where: 𝐿1 denotes input layer, 𝐿2 denotes hidden layer and 𝐿3 denotes 

output layer. Each layer contains 𝑀𝑙 neurons. In our example from Figure 3.2 𝑀𝑙  equals 3 for 

each  𝑙. Neurons are connected between adjacent layers. Those connections between neurons are 

called weights.  Weight connecting  𝑗 − 𝑡ℎ neuron at layer 𝑙 and 𝑖 − 𝑡ℎ neuron at layer 𝑙 + 1 is 

denoted as 𝑊𝑖𝑗
(𝑙)

 . 

Let us further define with 𝑏𝑖
(𝑙)

 bias associated with neuron 𝑖 in layer 𝑙 + 1. Bias does not have 

inputs and they have fixed output of the value +1. We also define an activation 

function 𝑎𝑖
(𝑙)

(𝑥𝑖, 𝑊𝑖𝑗
(𝑙)

, 𝑏𝑖
(𝑙)

), 𝑖 = 1, … , 𝑀𝑙 , 𝑙 = 2,3. Activation function is a scalar product of 

weights plus bias 𝑎(𝑥; 𝑊, 𝑏) = 𝑓(𝑊𝑇𝑥 + 𝑏). It gives us output of neuron 𝑖, 𝑖 = 1, … , 𝑀𝑙 in 

layer  𝑙 = 2,3. The role of the bias is to let on the activation function to be transferred to the left 

or right, to better fit the data [20]. It is useful to note that input layer does not have activation 

function.  

For the fixed parameters 𝑊, 𝑏 neural network defines function ℎ𝑊,𝑏(𝑥) that outputs the real 

number [20]. To train this network we need training set {(𝑥(1), 𝑦(1)), … , (𝑥(𝑚), 𝑦(𝑚))}, where 

𝑥(𝑘) are inputs and 𝑦(𝑘)  are labels, 𝑘 = 1, … , 𝑚. Our goal is to approximate the mapping of 

inputs 𝑥(𝑘) to the outputs 𝑦(𝑘), 𝑘 = 1, … , 𝑚 using the neural network. 

First, we need to define cost function 𝐽(𝑊, 𝑏; 𝑥, 𝑦) four our training set (𝑥, 𝑦). Our goal is to 

minimize 𝐽(𝑊, 𝑏) in terms of 𝑊 and 𝑏. Gradient descent is used for minimization of the cost 

function. One iteration of gradient descent updates the 𝑊, 𝑏 parameters as follows: 

𝑊𝑖𝑗(𝑛𝑒𝑤)
(𝑙)

= 𝑊𝑖𝑗(𝑜𝑙𝑑)
(𝑙)

− 𝛼
𝜕

𝜕𝑊𝑖𝑗
(𝑙)

𝐽(𝑊, 𝑏)  
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𝑏𝑖(𝑛𝑒𝑤)
(𝑙)

= 𝑏𝑖(𝑜𝑙𝑑)
(𝑙)

−  𝛼
𝜕

𝜕𝑏𝑖
(𝑙)

𝐽(𝑊, 𝑏) 

where 𝛼 denote a learning rate. The learning rate is a parameter that has a small positive value, 

usually between 0 and 1. It is used in the training of neural networks with the purpose to control 

the speed at which the model learns [21].  

The main problem in the optimization procedure is the calculation of the partial derivatives for 

weights and biases in hidden layers. The backpropagation algorithm provides a way to obtain 

those derivatives, based on the assumption that neurons in hidden layers contribute to the errors 

at the output layer. The backpropagation algorithm follows the procedure below: 

1. Take a training set (𝑥, 𝑦). 

2. Run a forward propagation to compute all the activations throughout the layers including 

ℎ𝑊,𝑏(𝑥) output. 

3. For each neuron 𝑖, 𝑖 = 1, … 𝑀𝑙 in each layer 𝑙 the error 𝛿𝑖
(𝑙)

 is computed which measures 

the contribution of that neuron to the error in output. 

a. For output neuron we can directly measure the difference between the network’s 

activation and the true target value and use it to define 𝛿𝑖
(𝐿)

, where 𝐿 is the 

numeration of the output layer, in our simple case it is 3. 

b. For hidden neurons we compute 𝛿𝑖
(𝑙)

 based on a weighted average of the error 

terms of the neurons that uses 𝑎𝑖
(𝑙)

 as input. 

Now we can introduce the whole pseudo code for gradient descent algorithm: 

1. Set 𝑊(𝑙) = 0, 𝑏(𝑙) = 0, 𝑙 = 1,2,3 

2. For 𝑖 = 1, … , 𝑚 

a. Use backpropagation to compute ∇𝑊(𝑙)  𝐽(𝑊, 𝑏; 𝑥, 𝑦) and ∇𝑏(𝑙)  𝐽(𝑊, 𝑏; 𝑥, 𝑦) 

b. Set 𝑊(𝑙) = 𝑊(𝑙) + ∇𝑊(𝑙)  𝐽(𝑊, 𝑏; 𝑥, 𝑦)   

c. Set 𝑏(𝑙) = 𝑏(𝑙) + ∇𝑏(𝑙)  𝐽(𝑊, 𝑏; 𝑥, 𝑦) 

3. Update the parameters: 

 

𝑊(𝑙) = 𝑊(𝑙) − 𝛼(
1

𝑚
𝑊(𝑙) + 𝜆𝑊(𝑙)) 
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𝑏(𝑙) = 𝑏(𝑙) −  𝛼(
1

𝑚
𝑏(𝑙)) 

To train our neural network, we can now repeatedly take steps of gradient descent to reduce our 

cost function 𝐽(𝑊, 𝑏) [20]. 

There are many types and structures of neural networks with different architecture. In this 

Chapter we just gave the basic introduction and concept to make intuition how neural networks 

work. In this thesis we focused on special type of neural network – an autoencoder. In next 

section we will present in more detail autoencoder neural network. 

3.2.2.  Autoencoder 

Autoencoder is feedforward neural network with a purpose to copy its input to its output, 

producing a compressed data representation in a hidden layer [22]. The most popular application 

of autoencoders is to reduce the dimensionality of data into a smaller representation [22]. 

Autoencoder is built from Encoder Layer, Hidden Layer and Decoder Layer [19]. Figure 3.3 

illustrates the autoencoder archicteture.  

 

 

Figure 3.3. Autoencoder architecture [19]. 
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Suppose we have a set of data points{𝑥(1), 𝑥(2), . . . , 𝑥(𝑚)}. We want to map them to another set of 

data points  {𝑧(1), 𝑧(2), . . . , 𝑧(𝑚)}, where 𝑧’s data points have a lower dimensionality than 𝑥’s and 

𝑧’s can faithfully reconstruct 𝑥’s.  

The roles of autoencoder are following:   

Encoding: Map data points 𝑥(𝑘), 𝑘 = 1, … , 𝑚 to data 𝑧 (𝑘), 𝑘 = 1, … , 𝑚. This step reduces the 

input data by mapping an input into hidden layer. 

Hidden Layer (Code): Hidden layer describes a code used to represent the input. 

Decoding: Map from reduced data 𝑧(𝑘), 𝑘 = 1, … , 𝑚 back to 𝑥(𝑘)̃ , 𝑘 = 1, … , 𝑚 which 

approximates the original data. In other words, decoder layer returns approximation of original 

data using hidden layer. 

Let 𝑧 and �̃� be functions of their inputs (activation function). For autoencoder that is a three 

layers net, i.e. a neural net with one hidden layer (as in Figure 3.3) mapping is organized in 

following manner:  

 

𝑧(𝑘) = 𝑊1𝑥(𝑘) + 𝑏1 

𝑥(𝑘)̃ = 𝑊2𝑧(𝑘) + 𝑏2 

 

Our goal is to approximate 𝑥(𝑘) to obtain 𝑥(𝑘)̃. Formally, we want to minimize objective 

function: 

 

𝐽 = (𝑊1, 𝑏1, 𝑊2, 𝑏2), 

 

by applying gradient descent [19], [20]. 

In summary autoencoder neural networks consists of an encoding function, a decoding function, 

and a distance function between the amount of information loss between the reduced 
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representation of data as well as the approximation representation (i.e. a loss function). The 

encoder and decoder are differentiable with respect to the distance function, so the parameters of 

the encoding and decoding functions can be optimized to minimize the reconstruction loss, using 

Stochastic Gradient Descent [19]. 

This chapter introduced theoretical background of autoencoders. More details about how we 

implemented autoencoder are given in Chapter 5.   
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4. CLASSIFICATION ALGORITHM AND 

EVALUATION  

Machine learning was used to train classifier on original data, as well as on data with reduced 

dimensionality in order to evaluate how well algorithms for dimensionality reduction keep 

enough information for classification task. This is particularly interesting to evaluate on our 

dataset that is highly dimensional and sparse. From broad range of machine learning algorithms, 

we selected Random Forest algorithm [23], that is top performing algorithm on data structured as 

samples × features table. Another advantage of a Random Forest algorithm is robustness with 

respect to overfitting. 

 

 

4.1.  Random Forest Classifier 

The Random Forest Classifier is well known machine learning technique. It is a connected 

collection of multiple decision trees which are merged together in order to jointly make 

prediction and thus get more accurate results. The procedure of Random Forest algorithm is 

given below:  

For a given number of training samples 𝑁 and variables 𝑀, the procedure for construction of 𝐵 

decision trees in the forest is following [24]: 

1. Choose a training set for each tree by choosing 𝑁𝑠 samples with replacement from 𝑁 

available training cases.  

2. For each node of the tree, randomly choose m variables (where 𝑚 is much less then 𝑀) 

on which to base the decision at that node. Calculate the best split based on these m 

variables in training set, 

3. Each tree if fully grown and not pruned (as may be done in constructing a normal 

decision tree classifier). 
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Instead of using all 𝑀 variables in a decision node, Random Forest algorithm uses only a small 

subset of them to calculate the best split of the data. When the new instance enters the model, it 

passes through all trees, and the result is obtained by means of majority voting. In this way it 

considers the output of all weak learners. The final result of the model is a set of decision trees.   

In our work the main parameter to be selected was the number of trees in order to obtain the 

most accurate result and to prevent the overfitting. This parameter was selected in cross-

validation procedure. 

 

4.2.  Classification Evaluation 

For the evaluation of used algorithms, we performed different measures such as: 

1. Accuracy Classification Score: 

Accuracy measures how often the classifier makes the correct prediction. It is obtain using 

following formula [25], [26]: 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

 

2. Confusion Matrix  

Confusion Matrix provides detailed classification across all classes. The most important 

indicators are elements on the diagonal. They represent the number of samples for which the 

prediction label is equal to true label. Higher values demonstrate that prediction was appropriate. 

The elements which are not on diagonal are samples mislabeled by the classifier [27]. 

3. Classification Report  

Classification Report is composed of classification metrics such as: Precision, Recall and F1-

score. 

For explanation of the classification metrics we need to introduce four parameters [26]: 
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True positives (TP): The classifier predicts positive for positive case; 

True negatives (TN): The classifier predicts negative for negative case; 

False positives (FP): The classifier predicts positive for negative case; 

False negatives (FN): The classifier predicts negative for positive case. 

In above defined parameters True stands for correct prediction of classifier, False stands for 

incorrect prediction of classifier. The samples are considered to be either positive or negative 

with respect to some condition. [25], [26]. 

Precision denotes what percent of our positive predictions were correct. It is the ability of a 

classifier not to label an instance positive that is actually a negative. Precision measures what 

percent was correct for all instances classified positive [26]. For each class precision is obtained 

using following equation: 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 +  𝐹𝑎𝑙𝑠𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠
 

Recall denotes what percent of the positive cases we were able to detect.  It is the ability of a 

classifier to find all positive instances. Recall measures what percent was classified correctly for 

all instances that were actually positive [25]. For each class recall is obtained using following 

equation: 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 

𝑇𝑟𝑢𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒𝑠 + 𝐹𝑎𝑙𝑠𝑒 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒𝑠
 

F1-score is a weighted harmonic mean of precision and recall such that the best score is one and 

the worst is zero [25]. F1 scores are lower than accuracy measures as they embed both, precision 

and recall, into their computation. The weighted average of F1 should be used to compare 

classifier models, not global accuracy. F1 score is obtained using following equation: 

 

𝐹1 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
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5. IMPLEMENTATION OF ALGORITHMS 

In this chapter we will introduce the process of implementation of algorithms. Also, we will 

explain several parameters which were the crucial for implementation. All algorithms were 

performed in Python programing language. The main used libraries are: Scikit Learn package for 

machine learning [28] and Keras which is the Python Deep Learning library [29].  

 

5.1. Implementation of Singular-Value-Decomposition 

(SVD) 

For SVD implementation we used the built-in function from Scikit Learn package in Python. 

Several parameters can be adjusted in accordance with SVD algorithm. Crucial parameter is of 

course the matrix which we want to decompose. In our case Feature Table obtained in 

preprocessing step is represented as a matrix.  

The second main parameter which we want to set is the number of singular values in order to 

reduce the dimensionality. Desired number of components is chosen according to the rule from 

Chapter 3: The sum of the squares of the retained singular values should be at least 90% of the 

sum of the squares of all the singular values [17]. From that calculation we obtain that the 

smallest number is 24 retained singular values.  

Furthermore, we tried different numbers of singular values to retain more than 90% variance. 

The evaluation how this parameter impacts classification task will be presented in next section. 

 

5.2. Implementing of Autoencoder 

For Autoencoder implementation we used Keras library, which is the Python Deep Learning 

library [29]. Several parameters can be adjusted in accordance with building Autoencoder 
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algorithm with Keras. For building the encoder layer the most important parameter to be chosen 

is the activation function which needs to be applied on the output [30].   The chosen activation 

function was Rectified Linear Unit (ReLU) function 𝑓(𝑥) = max (0, 𝑥), Figure 5.1.  

 

Figure 5.1. Rectified Linear Unit (ReLU) function. 

The function returns 0 if it receives any negative input, but for any positive value x it returns that 

value back [30]. For building the decoder layer chosen activation function was sigmoid function, 

Figure 5.2: 

𝑓(𝑥) =
1

1+𝑒−𝑥
 , 

 

Sigmoid functions have finite limits at negative infinity and positive infinity, most often going 

either from 0 to 1 or from −1 to 1, depending on convention [31].  
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Figure 5.2. Sigmoid function. 

Once we define our model, we have to compile it. In this step the cost (loss) function and the 

suitable optimization algorithm have to be selected. 

 Adam optimization algorithm [32] was used for binary cross-entropy function [33]. Adam is an 

optimization algorithm for updating network weights iteratively based on training data [32]. 

Adam was the best choice for our work because it is very efficient, requires little memory [21] 

and it fits very well with our type of data. For the training of the Autoencoder another important 

parameters to be defined are the number of epochs, which is the number of times that the 

learning algorithm will work through the entire training dataset and the batch size which 

represent the number of samples processed before the model is updated. 

The Autoencoder was trained with different number of epochs. The best results according for 

measures that were used for the evaluation of algorithms (Accuracy Score, Confusion Matrix and 

Classification Report) were obtained with 150 epochs, batch size of 256 and for the size of 

encoded representations equal to 500. The evaluation of the impact of parameters on 

classification task will be presented in next Chapter.   
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6. RESULTS 

In this Chapter we will introduce obtained results for the data which were reduced with SVD 

decomposition and Autoencoder Neural Network. After dimensionality reduction we apply 

Random Forest Classifier on both original data and data with reduced set of features. Different 

measures were performed for the final evaluation of the algorithms such as:  

1) Accuracy Classification Score  

2) Confusion Matrix  

3) Classification Report  

We provide results in reduced space with respect to different number of dimensions and evaluate 

how this parameter impacts the classification task. 

Random Forest Classifier is used on original data and data with reduced dimensionality. The aim 

of classifier is to predict the true class. The labels are determined by host gender and its body site 

from which microbiome samples were obtained and are given by:  

1) Female - Oral  

2) Female- Skin  

3) Female- Gut  

4) Male- Oral  

5) Male- Skin  

6) Male- Gut  

Algorithm tries to predict from which body site (habitat) sample came from and does it belong to 

female or a male individual. 
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6.1. Accuracy Classification Scores  

To obtain results we empirically set different parameters for each of our algorithm, and evaluate 

it influence to our result. For the Autoencoder the crucial parameters were the number of epochs 

and the batch sizes. Autoencoder network for our dataset was the most accurate with 150 epochs 

and with batch site of 256. The SVD algorithm has saved the 90% of variance with just 24 

features which is a huge reduction from our original space. For the Random Forest classifier, the 

crucial parameter was the number of trees in the forest, we have experimented with different 

values and evaluated the performance. In the evaluated parameter range, the optimal results were 

obtained with 800 trees in forest.  

We run classification experiments with data set reduced to 24, 300, 500, 1000 features and also 

evaluated performance without dimensionality reduction. 

In the Table 6.1 we present the best scores obtain after applying Random Forest Classifier for 

different dimensions after dimensionality reduction with SVD and Autoencoder algorithms. For 

accuracy measure in the Table 6.1 the best score is one and the worst is zero.  

Table 6.1. Accuracy results for different dimensions. 

Reduced 

dimension 

Random Forest 

Classifier on SVD 

reduction 

Random Forest 

Classifier 

Autoencoder 

reduction 

Random Forest 

Classifier  on 

original data 

24 0.92 0.88 / 

300 0.94 0.94 / 

500 0.94 0.95 / 

1000 0.93 0.94 / 

Original data / / 0.96 
 

SVD decomposition provided robust results. Highly reduced set of features (24) already 

provided enough information for training Random Forest classifier with accuracy larger than 

90%. When performing Random Forest classifier after reducing set of features to 500 with 

autoencoder we obtain the accuracy of 0.95 which is the closest value to the accuracy of 0.96 

obtain on original data.  
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6.2. Normalized Confusion Matrices  

To obtain further insights in classification results we provide here results in the form of 

normalized confusion matrices. Matrices show in detail which classes are harder to detect and 

where are the largest confusions between the classes. We are interested in elements on diagonal. 

They represent the number of points for which the prediction label is equal to true label. The 

higher values on diagonal indicate the better result, i.e. better classification. We are dealing with 

normalized matrix, so values are between zero and one.  

For each experiment 10 times cross validation was used to inspect stability of results. Obtained 

classification results were highly stable and only slightly changed on the second decimal.   

Figure 6.1, Figure 6.2 and Figure 6.3 present the best scores for confusion matrices for 

experiments on original data, reduced with SVD, reduced with Autoencoder respectively. There 

are all presented as heatmaps.  

Figure 6.1 represents the heatmap of Normalized Confusion Matrix on original data where 

overall accuracy was 0.95. From the main diagonal we can see that the best classification was 

achieved for Female-Gut that are perfectly separated from all other samples. Female-Oral, Male-

Skin and Male-Gut samples are classified with 0.99 precision, followed by Male-Oral samples 

that are classified with 0.97 precision.  
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Figure 6.1. Heatmap of confusion matrix of original data. 

 

Figure 6.2 presents the heatmap of normalized confusion matrix after SVD decomposition for the 

number of features n=500. Similarly, as in Figure 6.1, from the main diagonal of heatmap we can 

see that Female-Gut, Male-Skin and Male-Gut have the best classified with 0.99 precision, and 

right after there are Male-Oral and Female-Oral with classification precision of 0.98 and 0.97 

respectively. Female-Skin has the 0.75 classification precision.  

. 
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Figure 6.2. Heatmap of Normalized Confusion Matrix after SVD decomposition for n=500. 

 

Figure 6.3 presents the heatmap of normalized confusion matrix after reducing set of features 

with Autoencoder on n=500 features. Again, by observing the main diagonal from the heatmap 

we can see that Female-Gut has the best separation from all other samples. Right after there is 

Male-Gut with classification of 0.99 precision. Male-Skin and Male-Oral are classified with 0.97 

precision. While the Female-Oral and Female-Skin is classified with 0.95 and 0.73 precision, 

respectively. 
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Figure 6.3. Heatmap of normalized confusion matrix after Autoencoder reduced data when 

n=500. 

6.3. Classification report scores  

To further summarize results we run generated classification reports that provide insights into 

precision, recall and f1-score for each class. Figure 6.4, Figure 6.5 and Figure 6.6 present the 

best scores for Classification Report. All classification report figures are represented in the form 

of heatmaps.  

Figure 6.4 represent the heatmap of classification report on original data. From the figure we can 

see that the best score for precision was achieved for Male-Oral, Female-Oral, Female-Gut and 

Female-Skin. Precision for Male-Gut and Male-Skin amount 0.970 and 0.923, respectively. 

Recall was perfectly achieved for Male-Skin, Female-Gut and Female-Oral, right after there are 
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Male-Oral and Male-Gut with the recall of 0.973 and 0.970 respectively. The recall for the 

Female-Skin is the smallest with the value of 0.808. F1-score has the highest value for Female-

Gut and Female-Oral. For Male-Gut, Male-Skin and Male-Oral F1-score amount 0.970, 0.960 

and 0.986, respectively. Further for Female-Skin F1-score is 0.894. 

        

 

Figure 6.4. Heatmap of classification report on original data. 

 

Figure 6.5 presents the heatmap of classification report after SVD decomposition when number 

of features equals to n=500. Observing the heatmap the highest values for precision were 

obtained for Male-Oral, Female-Gut, Female-Skin and Female-Oral. For Male-Gut precision is 

0.970 and for Male-Skin it is 0.889. Recall has the perfect value for Male-Skin, Female-Gut and 

Female-Oral. The smallest value is for Female-Skin with recall of 0.692. For the Male-Gut, 

Male-Oral the recall is 0.970 and 0.973 respectively. Finally, the F1-score for Female-Gut and 
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Female-Oral has the highest value, while for the Male-Gut, Male-Oral and Male-Skin F1-score is 

respectively 0.970, 0.941 and 0.986. The worst F1-score is for Female-Skin and it is 0.818. 

 

 

Figure 6.5. Heatmap of classification report after SVD decomposition for n=500. 

 

Figure 6.6 represent the heatmap of Normalized Classification Report after application of 

autoencoder to reduce data into lower dimensional space of n=500 features. Precision values 

form heatmap has the highest value for Male-Gut, Male-Oral, Female-Gut, Female-Skin and 

Female-Oral. For the Male-Skin precision is 0.920. Recall is the worst for the Female-Skin with 

the value of 0.750, while for all others it has the perfect value of one. F1-score is the best for 

Male-Gut, Male-Oral, Female-Gut, and Female-Oral. While for Male-Skin and Female-Skin it 

has amount of 0.958 and 0.857, respectively.   
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Figure 6.6. Heatmap of Classification Report after Autoencoder on reduced data for n=500 

umber of features. 
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7. CONCLUSION  

The modern technology for studying the DNA sequences gives us the new way for improving 

human health including novel methods for analyzing microbiome, which is a topic of this thesis. 

Dimensionality reduction is important step in working with high-dimensional data and adaption 

of such data for further analysis. In this work we started with microbiome dataset, which was 

preprocessed using QIIME2 package prior to dimensionality reduction. QIIME2 enables us to 

performed important steps to preprocess data to be ready for machine learning algorithms and 

deep learning analysis. 

Process of dimensionality reduction was performed using both SVD decomposition and 

Autoencoder Neural Network. Random Forest Classifier algorithm was applied and evaluated on 

data in original and reduced space of features. Finally, we measured effects of dimensionality 

reduction and compared two approaches, SVD and Autoencoder. The classifier’s performance 

was estimated using the accuracy score, confusion matrix, and classification report scores. The 

highest accuracy for this type of data was obtained by using autoencoder neural network for 

dimensionality reduction and Random Forest classifier, which reached accuracy of 0.95 while 

the accuracy on original data was 0.96. For the data set of over 37000 features we were able to 

reduce its dimension to 500 features and obtain results very close to original dataset. Results 

remained good even with larger reduction to 300 features. These results indicate that the is a very 

powerful technique for dimensionality reduction. Advantage of SVD over autoencoder approach 

for dimensionality reduction was observed in the experiment with the smallest number of 

features (n=24 that keep 90% of the variance). In this setting SVD outperformed the autoencoder 

(accuracy of 0.92 vs 0.88), but the overall results are below those obtained on original dataset, 

indicating that number of features should be larger. 

Understanding the domain of human microbiome data is a crucial to further analysis that may 

lead to very important medical discoveries bearing in mind that human microbiome data become 

very important in human health maintenance and novel medical treatments including 

personalized medicine. It is expected that machine learning will play important role in the 

processing of microbiome data and unveiling the patterns in those valuable data. The work in this 

thesis provided examples of bioinformatics workflows coupled with machine learning 
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algorithms. Future work should be extended with more machine learning algorithms and testing 

on different microbiome data sets. Research work on autoencoders is progressing very fast and 

new variations are emerging, such as Variational, Sparse autoencoders, Convolutional 

autoencoder and others. Advanced versions of autoencoders should be also investigated in the 

future work [22].  
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APPENDIX 

Docker allows applications to use the same Linux kernel as the system that they are running on. 

It enables users to isolate program execution. Docker can not directly start on Windows, but on 

the background it creates a virtual machine where the Docker is running in such a way that we 

should not notice it at all [8]. 

APPENDIX 1 

docker run -t -i -v D:\qiime2-vm\microbes-20181115T140850Z-

001\microbes\data_download:/data qiime2/core:2018.11  

qiime tools import \ 

  --input-path mphm_test.fna \ 

  --output-path mphm_test.qza \ 

  --type 'SampleData[Sequences]' 

APPENDIX 2 

docker run -t -i -v D:\qiime2-vm\microbes-20181115T140850Z-

001\microbes\data_download:/data qiime2/core:2018.11  

 qiime vsearch dereplicate-sequences \ 

  --i-sequences mphm_test.qza \ 

  --o-dereplicated-table table.qza \ 

  --o-dereplicated-sequences rep-seqs.qza 

APPENDIX 3 

docker run -t -i -v D:\qiime2-vm\microbes-20181115T140850Z-

001\microbes\data_download:/data qiime2/core:2018.11  
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qiime vsearch cluster-features-closed-reference \ 

  --i-table table.qza \ 

  --i-sequences rep-seqs.qza \ 

  --i-reference-sequences 99_otus.qza \ 

  --p-perc-identity 0.99 \ 

  --o-clustered-table table-cr-99.qza \ 

  --o-clustered-sequences rep-seqs-cr-99.qza \ 

  --o-unmatched-sequences unmatched-cr-99.qza 

APPENDIX 4 

docker run -t -i -v D:\qiime2-vm\microbes-20181115T140850Z-

001\microbes\data_download:/data qiime2/core:2018.11 

qiime feature-table summarize \ 

  --i-table table-cr-99.qza \ 

  --o-visualization table-cr-99vizNEW.qzv \ 

--m-sample-metadata-file SampleMetadataNEW.tsv 
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