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1 Introduction

Structures represent the staple elements in many branches of mathematics,
particularly in model theory. One way of developing a better understanding
of some class of structures, is by working on their classification in accor-
dance with some specific property. Among such is the classical notion of
homogeneity (the property of those relational structures for which every
local isomorphism can be extended to an automorphism of the whole struc-
ture) which was brought to light by Roland Fräıssé in his exceptional works
from 1954. There, he considered a suitable set of finite structures start-
ing from which he managed to build their ’limit’. The latter proved itself
to be remarkably interesting, leading to the development of a rich theory
about the constructions of homogeneous structures in general [10]. As a
result that sparked an interest so deep that a fairly natural generalisation of
homogeneity, in the form of homomorphism-homogeneity followed in 2002,
provided by Cameron and Nešetřil [4]. A structure is called homomorphism-
homogeneous in case every local homomorphism may be extended to an
endomorphism of the structure in point. This property was then followed
by yet another stronger modification in 2015, namely the polymorphism-
homogeneity. Broadly speaking it is a somewhat more tangible property,
introduced by Pech and Pech in [15], where, in a sense, polymorphisms take
over.

The whole thesis revolved around exploring the homomorphism-homoge-
neous and polymorphism-homogeneous metric spaces. What is understood
under the term S-metric space, for S ⊆ [0,∞), is the class of all metric spaces
with distances taking values in S. In 2007 Delhommé, Laflamme, Pouzet,
and Sauer gave a complete characterisation of homogeneous S-metric spaces
with respect to S [6]. For example, if S = [0,∞) the corresponding struc-
ture is the Urysohn space (the Fräıssé limit of the class of all finite metric
spaces with rational distances). These earlier results were the ones which
prompted us to initially commence our research on S-metric spaces. Never-
theless, progress made us realise that this reference to the set of values of the
distances within a specific metric space was superfluous for our approach.
Clearly, every metric space on its own is an S-metric space for an adequately
chosen S. Therefore, there shall be no further reference to S-metric spaces,
but simply metric spaces satisfying some specific properties, in the rest of
this thesis.

From the very beginning we were perfectly aware that a full classification
of metric spaces with respect to homomorphism-homogeneity was highly
unlikely, to say the least. This is due to the following Theorem by Rusinov
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and Schweitzer [21], as shell be explained in full detail, later on.

Theorem 1.1 Deciding whether a finite graph with loops is homomorphism-
homogeneous is a coNP-complete problem.

On the other hand, it made us wonder whether polymorphism-homogenous
metric spaces would be nearly as difficult to tackle. That was our starting
point which eventually gave us a glimpse into the classification of finite
and countably infinite polymorphism-homogenous metric spaces. Inter-
estingly, the full classification of finite metrically polymorphism-homogenous
connected graphs up to diameter 3 came as an extra result.

Finally, I take this opportunity to express my deepest gratitude to my
supervisor Professor Maja Pech for the numerous invaluable pieces of advice
she gave me, for all the support and constructive criticism, and not to forget
for all the patience and generous amount of time she has spent rereading
and correcting my drafts. I am also greatly indebted to Professor Dragan
Mašulović, who played a crucial role in the very choice of the topic for
this thesis, for his continual considerable support and great collaboration
throughout my studies.

2 Preliminaries

2.1 Overall Notation

The set of all non-negative integers, shall be denoted by N, whereas N+ :=
N\{0}. For any set A, |A| represents the cardinality of A. The product of the
family of sets (Ai)i∈I is defined by∏

i∈I
Ai := {(ai)i∈I |∀i ∈ I : ai ∈ Ai}.

When all Ai are equal to A, for each i ∈ I, then we shorthand the product∏
i∈I Ai for AI , and refer to it as the direct power of A. For the special case

of I = k, where k is a nonzero natural number, we make the identification
k = {0, 1, . . . , k−1}, and call Ak the kth power of A. In order to simplify the
notation, all of its elements shall be overlined. More over, the ith component
of any x̄ ∈ Ak will be xi, for i ∈ {1, 2, . . . , k}, unless stated otherwise. In
other words, every element of Ak is by default considered to be of the form
x̄ = (x1, x2, . . . , xk), for k ∈ N+.
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Furthermore, let A and B be such that f : A → B is a mapping from
A to B. Then we say that A is the domain of f , in symbols dom(f) := A.
The image set of f , denoted by im(f), is of course the set of all f(x)’s for
x ∈ dom(f). For some C ⊆ A we say that f�C : C → B : y 7→ f(y) is
the restriction of f to C. A function g is an extension of f if g ⊇ f , i.e.
dom(f) ⊆ dom(g) and g(x) = f(x) for all x ∈ dom(f). For any D ⊆ A the
image of D under f is:

f [D] := {y ∈ B : (∃x ∈ D)f(x) = y}.

An n-ary operation on A is a function f : An → A, where n ∈ N+.
Then f(ā) := (f(a1), . . . , f(an)), where the n-tuple ā ∈ An. However, when
f is a function with n arguments on A, meaning that dom(f) = An, for
any a1, . . . , an ∈ A we still write f(a1, . . . , an) =: f(ā) having defined ā :=
(a1, . . . , an). This exploitation of the same notation is legitimate as it shall
cause no ambiguity further on. It shall always be perfectly clear from the
context which one of these two uses we have in mind.

In the following two subsections, upon introducing some basic notions
from model and graph theory, we will be heavily relying on [10], [15] and
[11]. Additional references will be given, where appropriate.

2.2 Basic model theoretical notions

Representing one of the most fundamental notions in mathematics in general
it does not come as a surprise that structures alone are the main subject-
matter of model theory and thus require a formal introduction which is
closely intertwined with the concept of a signature.

Definition 2.1 A signature L is a triple (F,R,C, ar), where:

• F is a set of function symbols,

• R is a set of relation symbols,

• C is a set of constant symbols and

• ar : F ∪R→ N+.

Aside from that the three sets F,R and C are assumed to be pairwise dis-
joint.

Signatures should be chosen in such a way that the notions of homomorphism
and substructure agree with the usual notions for the relevant branch of
mathematics. Now we have:
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Definition 2.2 An L-structure A is a tuple (A, (fA)f∈F , (ρ
A)ρ∈R, (c

A)c∈C)
where

• A is a set;

• fA : Aar(f) → A, for each f ∈ F ;

• ρA ⊆ Aar(ρ), for each ρ ∈ R;

• cA ∈ A, for each c ∈ C.

The set A is often referred to as the universe or carrier of A.

A signature L with no constants or function symbols is called a relational
signature, and such an L-structure is said to be a relational structure.

With one ”grand sweep of the arm” we get to fix the term homomorphism
in basically any branch of mathematics, a term of crucial importance for our
further research.

Definition 2.3 Let L be a signature and let A and B be L-structures. By
a homomorphism h from A to B, in symbols h : A → B, we shall mean a
mapping h from A to B which satisfies the following three properties.

(1) For each constant symbol c of L, h(cA) = cB.

(2) For each relation symbol ρ of L and a tuple ā = (a1, . . . , aar(ρ)) from

A, if ā ∈ ρA then h(ā) ∈ ρB.

(3) For each function symbol f of L and a tuple ā = (a1, . . . , aar(f)) from
A, h(fA(ā)) = fB(h(ā)).

By an embedding of A into B we mean a homomorphism h : A → B
which is injective and satisfies the following stronger version of (2):

For each relation symbol ρ of L and a tuple ā := (a1, . . . , aar(ρ)) ∈
Aar(ρ), ā ∈ ρA if and only if h(ā) ∈ ρB.

We say that B is a substructure of A (and write B 6 A) if B ⊆ A and
the inclusion map ι : B → A is an embedding. One should bear in mind
that substructures are fully determined by their universe. A homomorphism
h : D→ B is called a partial homomorphism from A to B with the domain
D 6 A (written as h : A(→ B). The structure D will usually be denoted
by dom f . Let C be an L-structure and X a set of elements of C. The
unique smallest substructure D of C whose domain includes X is called the
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substructure of C generated by X, in symbols D = C[X]. We call X a set of
generators for D. A structure C is said to be finitely generated if C is of the
form C[X] for some finite set X of its elements. Now, a homomorphism
h : A → A is called an endomorphism of A, whereas a partial homomor-
phism of a structure to itself is called a partial endomorphism. Further,
a local homomorphism of A is a homomorphism from a finitely generated
substructure of A to A and an epimorphism is a surjective homomorphism.
Additionally, an isomorphism is a surjective embedding, and an isomorphism
h : A → A is called an automorphism of A. The set of all endomorphisms
of A shall, traditionally, be denoted by End(A), whereas Aut(A) stands for
the set of all automorphisms of A. Two L-structures A and B are isomor-
phic, in symbols A ∼= B, in case there exists an isomorphism between these
two structures.

2.3 Basic graph theoretical notions

Throughout the paper, a graph is considered to be a simple graph with
all the loops included. In particular, a graph G is a pair (V (G), E(G)),
where V (G) is a set of vertices and the set of edges E(G) is a symmetric,
reflexive binary relation on V (G). In particular, Kn represents the complete
graph on n vertices. By n ·G we denote the disjoint union of n copies of
G. Let u, v ∈ V (G). The distance between u and v in G is the length of
the shortest existing path connecting them and is denoted by dG(u, v). In
case u and v are disconnected, then the distance between them is infinite.
Moreover, ε(u) := max

v∈V (G)
dG(u, v) represents the eccentricity of a vertex

u ∈ V (G) in G. The diameter of G, denoted by diam(G), is the greatest
distance between any pair of vertices in it, whereas r(G) := min

u∈V (G)
ε(u)

stands for the radius of G. In case of a disconnected graph the diameter and
radius of it are infinite. In general, it holds:

r(G) 6 diam(G) 6 2r(G).

A vertex connected to all the vertices of the graph which contains it is called
a universal vertex [21].

Remark. In a graph G of radius > 3 there exists no universal vertex.
The eccentricity of one such would otherwise be 1, implying that r(G) = 1
and the diameter at most twice as much, i.e. 2.

An isomorphism between the graphs G and H is a bijective mapping f :
V (G)→ V (H) such that (x, y) ∈ E(G) if and only if (f(x), f(y)) ∈ E(G),
for all x, y ∈ V (G). By G ∼= H we denote that G and H are isomorphic.
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A homomorphism between the graphs G and H is a mapping f : V (G) →
V (H) such that (x, y) ∈ E(G) implies (f(x), f(y)) ∈ E(G), for all x, y ∈
V (G). An endomorphism of G is a homomorphism from G into itself. Since
a graph can be seen as a relational structure, the term subgraph of G will
always refer to the substructure of G in the model theoretical sense. Take
f ∈ End(G) and S ⊆ V (G). If G[S] is connected, then so is G[f(S)];
notably, f maps a connected component into a connected component.

2.4 Homogeneity and its generalisations

From now on, we shall assume that our signature is always a relational
one, unless explicitly stated otherwise. Thus, a signature L is of the form
(∅, R, ∅, ar), or shorter L = (R, ar). This restriction has the advantage that
finite structures are precisely the same as finitely generated structures.

Definition 2.4 A relational structure is called homogeneous if every iso-
morphism between finite substructures extends to an automorphism of the
given structure.

This term found itself a generalisation, once the isomorphisms were ”sub-
stituted” for homomorphisms.

Definition 2.5 A relational structure is homomorphism-homogeneous if ev-
ery homomorphism between finite substructures extends to an endomor-
phism of the very structure.

Further on, in order to introduce polymorphisms we shall require the
notion of the power of a (relational) structure. Hence, firstly, let I be a set
and, for i ∈ I, let Ai = (Ai, (ρ

Ai)ρ∈L) be a relational structure. The product
of the family (Ai)i∈I is defined by

A =
∏
i∈I

Ai :=

(∏
i∈I

Ai, (ρ
A)ρ∈L

)

whereas for all ρ ∈ L, we have

ρA := {((a1,i)i∈I , . . . , (aar(ρ),i)i∈I)|∀i ∈ I : (a1,i, . . . , aar(ρ),i) ∈ ρAi}.

When all Ai are equal to one and the same structure B, then we abbreviate
the product

∏
i∈I Ai by BI . This special kind of direct product is called a

direct power of B.
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If ∅ 6= J ⊆ I, we denote the projection homomorphism with respect to J
by

πJ :
∏
i∈I

Ai →
∏
i∈J

Ai, where (ai)i∈I 7→ (ai)i∈J .

In the special case when J = {j}, we write πj instead of π{j} and call it the
jth projection (homomorphism.)

Let L be a relational signature and A = (A, (ρA)ρ∈L) be an L-structure.
Then the k-ary polymorphisms of A are defined to be the homomorphisms
from Ak to A. Partial and local k-ary polymorphisms of A are defined ac-
cordingly, as partial or local homomorphisms from Ak to A, respectively.
The set of all polymorphisms of A will be denoted by Pol(A), while the
set of all k-ary polymorphisms will be denoted by Pol(k)(A). Notice that
the unary polymorphisms of A are in fact endomorphisms of A. It is now
fairly evident, from the above most broad definition of homomorphisms,
that partial k-ary polymorphisms of A are characterised by the following
property:

A partial function f : Ak (→ A is a partial polymorphism of
A if and only if for all ρ ∈ L and for all ā1, . . . , āar(ρ) ∈ dom f
with āi = (ai,1, . . . , ai,k), we have a1,1
...

aar(ρ),1

 ∈ ρA, . . . ,
 a1,k

...
aar(ρ),k

 ∈ ρA =⇒

 f(a1,1, . . . , a1,k)
...

f(aar(ρ),1, . . . , aar(ρ),k)

 ∈ ρA.
We say that a relational structure is k-polymorphism-homogeneous if

every k-ary local polymorphism of A can be extended to a polymorphism
of A. If A is k-ary polymorphism-homogeneous for every k ∈ N+, then we
say that A is polymorphism-homogeneous. In other words:

Definition 2.6 A relational structure is called polymorphism-homogeneous
if every partial polymorphism with finite domain extends to a global poly-
morphism of the structure.

Remark. Out of convenience, we may, at times, abbreviate the term
homomorphism-homogeneous to HH, and similarly the term polymorphism-
homogeneous to PH, throughout the text. Notice, then how if a structure
is 1-PH then it is actually, HH. Thus, by definition, every PH structure is
at the same time an HH one.

The key correlation between the properties of polymorphism-homogene-
ity and homomorphism-homogeneity, being also the one which will be used
time and time again, is the one presented below:
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Proposition 2.7 ([15]) A structure A is polymorphism-homogeneous if
and only if Ak is homomorphism-homogeneous, for every k ∈ N+.

Additionally, we shall also require one more structural property, along-
side with its application:

Definition 2.8 We say that a relational structure A has the one-point ex-
tension property if for every finite substructure B of A, every b ∈ A\B
and every homomorphism f : B → A, there exists a homomorphism g :
B ∪ {b} → A which extends f .

Proposition 2.9 ([16]) If a finite or countably infinite relational structure
A has the one-point extension property, then it is homomorphism-homoge-
neous.

3 Polymorphism-homogeneity

The phenomenon of polymorphism-homogeneity, which was formally first
fixed in [15], did in fact appear in a number of papers beforehand, though
admittedly not in the exact same context (one can gain insight from this
very paper). For instance, one may consider the Baker-Pixley Theorem [1]
in universal algebra, to represent its first notable occurrence, a powerful
tool generalising the Chinese remainder theorem and Langrange’s interpo-
lation theorem. Similarly, in [19], motivated by questions from multivalued
logics and clone theory, Romov studied this property, even extending his
approach to countably infinite structures [18, 20]. Another source comes
from Kaarli [12], where he deals with meet-complete lattices of equivalence
relations, and owing to this characterisation he manages to identify classes
of locally affine complete algebras.

The interpolation condition (IC), which is an instrumental part of the
theory of natural dualities [5] is, also, in some way related to polymorphism-
homogeneity. In fact, a structure has the (IC) if every partial (not necessarily
local) polymorphism extends to a global one. In a nutshell, structures that
have the (IC) are actually polymorphism-homogeneous.

The diversity of contexts in which this property can be found motivated
the authors of [15] to go one step further, and look for other, related, model-
theoretic notions such as quantifier elimination, extending and generalising
earlier results by Romov [18]. Moreover, they derived an algebraic charac-
terisation of the structures that fulfill the interpolation condition among all
polymorphism-homogeneous structures. One more significant result coming
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from their paper is the claim of decidability of polymorphism-homogeneity
for finite structures, which is shown there. The most recent papers on the
classification of polymorphism-homogeneous structures include the one on
monounary algebras by Farkasová and Jakub́ıková-Studenovská [8] and the
one on finite tournaments with loops by Feller [9].

One rather direct approach for uncovering more of the PH classes of
structures consists of examining the known classes of HH structures and
determining which of those possess this finer property. It did not come as a
surprise that upon imposing this stricter condition the number of remaining
structures in a certain class should drastically decrease. One straightforward
example is provided below.

Example 3.1 As explained above, in order to establish which finite irreflex-
ive binary relational systems are polymorphism-homogeneous, it suffices to
look no further but to [14]. From that paper we obtain the list of our po-
tential candidates, which are isomorphic to exactly one of the following:

(1) k ·Kn for some k, n > 1;

(2) k · C3 for some k > 1, where C3 denotes the oriented 3-cycle.

From [15] we gather that a finite graph of the form A = (A, ρA) is poly-
morphism-homogeneous if and only if either all of its connected components
are isomorphic to K1 (in which case we have ρA = ∅) or each connected
component of A is isomorphic to K2. On the other hand, according to [9]
we have that

(k · C3)
n ∼= l · C3,

where l := 3n−1kn and n a positive integer. With that in mind, any positive
power of k disjoint copies of C3 is trivially homomorphism-homogeneous.
As a result, applying Proposition 2.7, k · C3 is polymorphism-homogeneous
for any k ∈ N+.

Finally, we can list the finite irreflexive polymorphism-homogeneous bi-
nary relational systems as below:

(1) k ·Kn for some k > 1 and n ∈ {1, 2};

(2) k · C3 for some k > 1. �

Up until 2009, the classification of homomorphism-homogeneous struc-
tures was more of a combinatorial problem driven by sheer curiosity and
mathematical enthusiasm. Classes of structures were considered on their
own merits and each and every time either a new method had to be derived
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or an old one needed some adjusting. However, in [16] a general criterion
for the classification of homomorphism-homogeneous relational structures
was eventually developed by M. Pech, with the introduction of witnesses
— special configurations which are forbidden in all the relational structures
that have the one-point extension property, or in other words in the ones
which are homomorphism-homogeneous. More formally:

Definition 3.1 Given a relational structure A = (A, (ρA)ρ∈R) and its finite
substructure B = (B, (ρB)ρ∈R) we say that c ∈ A is a weak centre of B
if for every b ∈ B there exists a ρ ∈ R, b3, . . . , bar(ρ) ∈ B and an α ∈
Sym{1, 2, . . . , ar(ρ)} such that

(c, b, b3, . . . , bar(ρ))
α ∈ ρA.

Definition 3.2 A witness is a quadruple (B1,B2, f, c), such that B1 is a
finite substructure of A, c is a weak center of B1 in A, B2 is a substructure
of A, and f : B1 � B2 is surjective, but f cannot be extended to B1 ∪ {c}.

What this approach provided was, practically speaking, a unique tool for
determining when a given relational structure is homomorphism-homoge-
neous. Since one may observe polymorphisms as merely a special kind of
homomorphisms, due to Proposition 2.7, what immediately springs to mind
is to eliminate those structures whose squares are no longer homomorphism-
homogeneous upon spotting a witness. The next two examples are a case in
point.

Example 3.2 There is, up to isomorphism, just one connected noncentral
homomorphism-homogenous tolerance relation on 4 vertices. It may graph-
ically be represented as the bipartite graph A = (A, %A) from Figure 1. It
is also a special case of an infinite family of homomorphism-homogeneous
tolerance relations described in [16] (3.2.5. Ex. 1). Using the same notation
as there, G is then a simple graph whose connected components are simple
star graphs S2, see Figure 1. Also notice that V (G) = A, whereas %A is the
complement of the adjacency relation in G. Theoretically, with respect to
Proposition 2.7, in order to determine whether A is polymorphism-homoge-
neous one would need to consider all of its finite powers and check whether
they are all homomorphism-homogeneous. However, as soon as we encounter
a problem, be it that it is for the second power already, we can instantly
conclude that the observed structure does not possess our desired property.
Such is the case for the considered graph A! Taking its square A2, see
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A G

a
b

c d

a b

c
d

Figure 1: graphs A and G

( )a, a

( )b, b

( )d, d( )c, c

( )a, b

( )d, c

( )b, a

( )c, d

( )a, d

( )d, a

( )d, b

( )b, d( )b, c

( )c, b

( )a, c

( )c, a

Figure 2: the square of graph A
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Figure 2, we already spot a witness in the following form (B1,B2, f, (b, a)),
where

B1 := {(c, c), (c, d), (d, c), (d, d)}, B2 := {(c, a), (a, b), (d, a), (b, b)},

and f : (c, c) 7→ (c, a); (c, d) 7→ (a, b); (d, c) 7→ (d, a); (d, d) 7→ (b, b). Both

( )c, a

( )a, b

( )d, a

( )b, b

B2

( )a, a

( )a, c ( )a, d

( )c, c ( )c, d( )c, d ( )d, c ( )d, d

( )c, b
( )b, a

( )d, b

( )b, c ( )b, d

Figure 3: A2, with its maximal sets of independent vertices, each represented
in a different colour

set B1 and B2 consist of independent vertices, see Figure 3. Following [16]
(3.1.4. Prop. 1) we know that f had to be a bijection. Nevertheless, the
vertices in B2 have no common neighbour, unlike the ones in B1, implying
that f cannot be extended to B1∪{(b, a)}. On balance, (B1,B2, f, (b, a)) is
indeed a witness, thus proving A2 to be non-homomorphism-homogeneous.

It is now worthwhile considering whether there were any indications in
A itself of the future occurrence of a witness which could have spared us the
construction of its second power. For the purpose of gaining some insight
and providing an answer to that let (x, y) be a common neighbour of all
the vertices in B2, as shown in Figure 4. Having in mind the definition
of adjacency relation in A2 which heavily relies upon the same relation in
A and is componentwise, we turn our attention to the first and second
projections. We come to realise that if such an x were to exist it would
necessarily be a common neighbour of all the vertices in A. The second
conclusion related to y being a common neighbour of both a and b can
trivially be satisfied by placing either c or d in place of y. However, the
problem with x is that it would clearly have to belong to one of the two
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( )c, a ( )a, b ( )d, a ( )b, b

x

( )x, y

c a d b

y

a b

S1
S2

Figure 4: a hypothetical common neighbour of the vertices in B2

bipartitions ({a, b} or {c, d}), meaning that it could not be connected to the
other member of the same. Therefore this would lead to a contradiction
with the initial assumption!

Example 3.3 Consider the poset A = (A,6) shown in Figure 5. Notice

A:
A

2
:

a

c b

(a, a)

(a, b) (b, a) (a, c) ( c, a)

(b, b) (b, c) ( c, c)

( c, b)

B1

B2

Figure 5: Poset A with its non-HH square

how its square A2 contains a witness, thus undeniably implying that A is
not polymorphism-homogeneous. To paint the picture, (B1,B2, f, (b, b)) is
one such, where B1 := {(a, b), (b, a)}, B2 := {(b, b), (c, c)}, and f : (a, b) 7→
(b, b); (b, a) 7→ (b, c). Had there existed a common upper neighbour (x, y) of
(b, b) and (b, c) then we would not have had a witness. For that to happen
x would have to be an upper neighbour of b and b, whereas y would have to
be the upper neighbour of b and c, see Figure 6. However, the latter of the
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( )b, c( )b, b

x

( )x, y

y

b c

S1
S2

b b

Figure 6: a hypothetical common neighbour of (b, b) and (b, c)

two cannot be satisfied. Finally, we may conclude that in order to avoid the
occurrence of a witness then whenever there exists an infimum for any two
elements of a poset, a supremum must exist for them just as well!

4 Metric Spaces

Definition 4.1 ([22]) Suppose M is a set and dM is a real function defined
on the Cartesian product M ×M . Then dM is called a metric on M if, and
only if, for each a, b, c ∈M

(M1) dM(a, b) > 0 with equality if, and only if, a = b;

(M2) dM(a, b) = dM(b, a); (symmetric property)

(M3) dM(a, b) 6 dM(a, c) + dM(c, b).(triangle inequality)

We call the set M endowed with this metric a metric space and denote it
by M := (M,dM). For each a, b ∈ M , we call the number dM(a, b) the
distance between a and b with respect to the metric dM. Additionally, M
is called an S-metric space whenever im(dM) ⊆ S.

Definition 4.2 A metric spaceM is called a normalised metric space if the
smallest nonzero distance in M is 1, in case it exists.

Definition 4.3 LetM1 := (M1, dM1) andM2 := (M2, dM2) be two metric
spaces. A mapping f : M1 →M2 is said to be k-Lipschitz if for all x, y ∈M1

dM2(f(x), f(y)) 6 k · dM1(x, y).

A 1-Lipschitz mapping is also called non-expansive.
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With a view to establishing what the most adequate homomorphisms
of metric spaces are we introduce the following relational signature L :=
(R, ar), all of whose relational symbols are of arity 2 and where

R := {ρr : r is a non-negative real number}.

As it turns out metric spaces can be seen as certain L-structures. This
becomes ever more evident upon fixing a metric space M = (M,dM) and
interpreting the symbol ρr, for each non-negative real number r, as below:

∀x, y ∈M (x, y) ∈ ρMr if, and only if, dM(x, y) 6 r.

It now becomes clear why the metric introduced for some positive power
of a metric space M = (M,dM) has to be the maximum metric. In other
words, that for a fixed k ∈ N+ and any x̄, ȳ ∈Mk

dMk(x̄, ȳ) := max{dM(xi, yi) : i ∈ {1, 2, . . . , k}}.

To be ever more precise, as by definition

ρM
k

r = {((a1,i)i6k, (a2,i)i6k) : ∀i 6 k(a1,i, a2,i) ∈ ρMr }

then

dMk(x̄, ȳ) 6 r ⇐⇒ (x̄, ȳ) ∈ ρMk

r

⇐⇒ ∀i 6 k (xi, yi) ∈ ρMr
⇐⇒ ∀i 6 k dM(xi, yi) 6 r.

Lemma 4.4 Homomorphisms of metric spaces understood as L-structures
are precisely the non-expansive mappings.

Proof. Having presented metric spaces in the language of model theory,
i.e. as relational structures, as above, we now have that for any two metric
spaces M1 := (M1, dM1) and M2 := (M2, dM2) a mapping h : M1 → M2

is a homomorphism from M1 to M2 if, and only if, for any r ∈ [0,∞) and
any x1, x2 ∈M1 if

(x1, x2) ∈ ρM1
r then (h(x1), h(x2)) ∈ ρM2

r ,

or better yet if

dM1(x1, x2) 6 r then dM2(h(x1), h(x2)) 6 r.
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What is more, for any x1, x2 ∈M1 we have that

dM2(h(x1), h(x2)) 6 dM1(x1, x2),

hence h is non-expansive.
On the other hand, notice how every non-expansive mapping is trivially

a homomorphism between any two metric spaces perceived as L-structures,
due to the transitivity of the 6 order on real numbers. �

Example 4.1 Any graph G can be perceived as a metric space (V (G), d)
when defining its metric in the following manner. For any x, y ∈ V (G) let

d(x, y) :=


0, when x = y;
1, when x 6= y but (x, y) ∈ E(G);
2, when (x, y) 6∈ E(G).

It follows, rather straightforwardly, that non-expansive mappings of such
metric spaces correspond to the usual graph homomorphisms.

We know for a fact that deciding whether a finite metric space with ra-
tional distances is homomorphism-homogeneous is a coNP-complete prob-
lem [13], which actually results from [21]. On the other hand, one infinite
case offers a rather satisfactory result stated below:

Theorem 4.5 (Dolinka 2012 [7]) The rational Urysohn space is homo-
morphism-homogeneous.

This could have been expected considering that the countable random
graph R (the ’Rado graph’ [17]) turned out to be homomorphism-homogene-
ous, in the first place (see [4]), whereas the two have a number of similarities
in common, see [2]. Recall that aside from being a countable graph R is
characterised by the property that for any two disjoint finite sets of vertices
U and V , there is a vertex z joined to all the vertices in U and to none in
V (for further insight, see [3]).

Remark. Upon realising that graphs may, in fact, be represented as
metric spaces (see Example 4.1) and again keeping Theorem 1.1 in mind, we
initially wanted to avoid the class of such metric spaces which contains the
graphs. This was the motivation behind the introduction of the ?-property.

Definition 4.6 A metric space M for which there exist no such a, b > 0
in im(dM) satisfying the condition that a < b 6 2 · a is said to have the
?-property, and referred to as a ?-metric space.
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Remark. Notice how in any ?-metric space M for any two positive
numbers a, b ∈ im(dM) it trivially holds that:

if b 6 2a then b 6 a.

It is now fairly evident that the class of metric spaces that do not have
the ?-property ”includes” graphs. Fixing any a, b > 0 that a < b 6 2 · a,
any graph may be interpreted as a metric spaceM with im(dM) = {0, a, b}
similarly as in Example 4.1, but having a in place of 1 and b in place of 2.
Hence,

the problem of deciding whether a metric space without the ?-property is
homomorphism-homogeneous or not is a coNP-complete problem,

as a direct consequence of Theorem 1.1.
However, considering the case of ?-metric spaces is not nearly as hope-

less as that. Not only are such countable metric spaces homomorphism-
homogeneous, but they are polymorphism-homogenous, as well, as we will
show below.

4.1 Metric spaces with the ?-property

Lemma 4.7 LetM be a ?-metric space. Then ρMr is an equivalence relation
on M , for any r ∈ im(dM).

Proof. Let x, y, z ∈ M . Then trivially dM(x, x) = 0 6 r implying that
(x, x) ∈ ρMr , which proves the reflexivity. Further on, supposing that
(x, y) ∈ ρMr we have that dM(x, y) 6 r which is the same as dM(y, x) 6 r
and consequently equivalent to (y, x) ∈ ρMr , thus proving this relation to
be symmetric. Finally, in order to prove the transitivity assume at first
that (x, y) ∈ ρMr and (y, z) ∈ ρMr . Due to the triangle inequality, the fol-
lowing holds: dM(x, z) 6 dM(x, y) + dM(y, z). Additionally, we have that
dM(x, y) 6 r and dM(y, z) 6 r leading to d(x, z) 6 2 · r. Now, as M
possesses the ?-property we have d(x, z) 6 r, and therefore (x, z) ∈ ρMr . �

Remarks. Let M be a ?-metric space.

(i) When r = min(im(dM)\{0}) exists and (x, y) ∈ ρMr then d(x, y) = r
(for x 6= y).

(ii) For any p, q ∈ im(dM), such that p 6 q, assuming that (u, v) ∈ ρMp
implies (u, v) ∈ ρMq since clearly dM(u, v) 6 p 6 q.
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Theorem 4.8 All finite and countably infinite ?-metric spaces are homo-
morphism-homogeneous.

Proof. Consider an arbitrary ?-metric space M = (M,dM) with |M | 6 ℵ0.
With a view to proving that M possesses the one-point extension prop-
erty, take any local homomorphism f : T → M with the domain T :=
{x1, x2, . . . , xk} where xi 6= xj for i 6= j. Further, take any z ∈ M\T and
let m be the minimal distance from z to any point in T. Additionally, let

jz := min{i ∈ {1, 2, . . . , k} | dM(z, xi) = m}.

We may now define an extension g : T∪{z} →M of f , so that g(z) := f(xjz),
whereas g(x) := f(x) for all x ∈ T. What suffices to show is that g is in fact
a homomorphism. Therefore, we take any x, y ∈ T ∪ {z} and consider the
following two cases:

(i) If x, y ∈ T then

dM(g(x), g(y)) = dM(f(x), f(y)) 6 dM(x, y),

having taken into account that g acts the same way on T as f , which
is already a homomorphism.

(ii) If x ∈ T, but y = z then

dM(g(x), g(y)) = dM(g(x), g(z)) = dM(f(x), f(xjz)) 6 dM(x, xjz).

All that remains it to show that dM(x, xjz) 6 dM(x, y). Indeed, com-
bining the ?-property with

dM(x, xjz) 6 dM(x, y)+dM(y, xjz) 6 dM(x, y)+dM(y, x) = 2dM(x, y),

we obtain the desired inequality.

All this leads to the conclusion that g is an extension of f and thatM thus
has the one-point extension property. The homomorphism-homogeneity of
it comes as a consequence of Proposition 2.9. �

Theorem 4.9 All finite and countably infinite ?-metric spaces are poly-
morphism-homogeneous.
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Proof. LetM = (M,d) be a finite (or at most a countably infinite) ?-metric
space. Notice how, for any fixed k ∈ N+, the ordered pair (Mk, dMk) =:Mk

is again a ?-metric space. This is due to im(dMk) = im(dM). As such,
according to Theorem 4.8 it is homomorphism-homogeneous! Thus, ap-
plying Proposition 2.7 we have that M is k-polymorphism-homogeneous.
Since k was an arbitrary positive integer it immediately follows thatM is a
polymorphism-homogeneous metric space, by the definition of polymorphism-
homogeneity. �

4.2 Metric spaces without the ?-property

Turning our attention to the class of metric spaces which do not possess the
?-property, we recall the statement of Theorem 1.1. The insight we gain,
is that the decision problem with respect to homomorphism-homogeneity
of such metric spaces is substantially difficult. Whilst the full classification
is thus admittedly a bit far-fetched, there is seemingly no solid argument
against the full classification of such countable metric spaces with respect
to polymorphism-homogeneity. If that were to be shown formally, then
together with the results from the previous subsection the observed problem
would be solved, irrespective of the ?-property.

4.2.1 n?-metric spaces with connected skeletons

In order to shed some further light on metric spaces without the ?-property,
we will begin by investigating such finite metric spaces. What is more,
without loss of generality, we shall only consider the normalised ones
amongst those and refer to them as ”n?-metric spaces”. The reasons be-
hind this simplification lie in the observation that any finite metric space
M = (M,dM) has at most

(|M |
2

)
different distances in it, meaning that

im(dM) is finite. This allows us to freely scale the distances in M. Conse-
quently,M can be seen as a metric space where im(dM) = {0, 1, d2, . . . , dk},
for some k ∈ N+\{1} and 1 < d2 < · · · < dk.

Standing assumption: From this moment on all the metric spaces we
work with are finite.

Definition 4.10 To each suchM, as above described, corresponds a unique
graph GM such that V (GM) = M , whereas:

(x, y) ∈ E(GM) if and only if dM(x, y) ∈ {0, 1}, for any x, y ∈M.
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We shall refer to GM as the skeleton of M. The usual graph metric on it,
introduced in Section 2.3, will here be denoted by δM.

An n?-metric space with a connected skeleton will be called a ”c-metric
space.”

Remark. The dual nature of the elements of M will not be explicitly
discussed further on. It shall always be perfectly clear from the context
when they are referred to as the points of M, and when as the vertices of
GM.

Lemma 4.11 Every local homomorphism of an n?-metric space M is at
the same time a local homomorphism of its skeleton.

Proof. Let f be a local homomorphism of M and take any u, v ∈ dom(f),
such that (u, v) ∈ E(GM). Further, we distinguish the following two cases:

1) When (u, v) is a loop in GM, then u = v, and so dM(u, v) = 0.
Moreover,

dM(f(u), f(v)) 6 dM(u, v) = 0,

from the non-expansiveness of f , leading to dM(f(u), f(v)) = 0, which
is equivalent to f(u) = f(v). It only remains to notice that f [(u, v)] =
(f(u), f(v)) is now a loop.

2) When (u, v) is a proper edge in GM, then dM(u, v) = 1. Again, due
to the non-expansiveness of f , we have that

dM(f(u), f(v)) 6 dM(u, v) = 1.

By the definition of the skeleton of M, (f(u), f(v)) = f [(u, v)] ∈
E(GM).

What we have thus shown is that f is also a local homomorphism of GM.
�

The converse of Lemma 4.11 does not hold in general, as can be seen
from the Example 4.2 below.

Example 4.2 Consider the n?-metric space M shown in Figure 7 and de-
fine a local homomorphism h of GM as such that it maps u 7→ u and w2 7→ v.
Realising that

dM(u,w2) = b < a = dM(u, v) = dM(h(u), h(w2)),

we immediately have that h is not 1-Lipschitz. Consequently, it is not a
local homomorphism of M, at all!
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Figure 7: A metric space M with its skeleton GM

Another consequence which may be derived from Lemma 4.11 is that,
unfortunately, we cannot conclude that an n?-metric spaceM is homomor-
phism-homogeneous in case its skeleton is such. What Lemma 4.11 implies
is that every local homomorphism f ofM may be extended to an endomor-
phism g of GM, when GM is homomorphism-homogenous. However, we
have no guaranty that g ∈ End(M), see Example 4.3.

Example 4.3 Consider the n?-metric space M provided in Figure 8. De-
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Figure 8: A non-HH metric space M with a HH skeleton

fine a local homomorphism f of M so that it maps u1, u2, u3, u4 onto
u5, u4, u3, u2, respectively. If there were a g ∈ End(M) extending f , then
g(u5) would have to be connected to both g(u1) = u5 and g(u4) = u2, leaving
us with no other option but g(u5) = u1. However,

dM(g(u3), g(u5)) = dM(u3, u1) = a > b = dM(u3, u5),

which collides with g’s non-expansiveness. On the other hand, notice how
g ∈ End(GM). The homomorphism-homogeneity of GM comes from [16].
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Definition 4.12 Let M be an n?-metric space. An s ∈ im(dM) is called
a k-distance in M if there exist such x, y ∈ M that dM(x, y) = s and
δM(x, y) = k.

Definition 4.13 The set of points of an n?-metric spaceM is called a (k)-
set in M if all the graph distances in GM between any two elements are at
most k.

Remark. A subgraph of GM induced by a (1)-set in M corresponds to
none other than a complete subgraph in GM.

Lemma 4.14 LetM := (M,dM) be an n?-metric space. Then, every non-
expansive mapping ofM toM is also a non-expansive mapping of (M, δM)
to (M, δM).

Proof. Let f be a non-expansive mapping ofM toM. Suppose the opposite,
that there exist such u, v ∈M for which δM(f(u), f(v)) > δM(u, v) =: k. In
case k > 1, there exists a path uw1w2 . . . wk−1v in GM of length k. How-
ever, the walk f(u)f(w1)f(w2) . . . f(wk−1)f(v) is a path in GM of length
at most k. Therefore, δM(f(u), f(v)) 6 k which is a clear contradiction.
On the other hand, if k = 1 then dM(u, v) = 1 and owing to the non-
expansiveness of f we have dM(f(u), f(v)) 6 1 implying nothing less then
δM(f(u), f(v)) 6 1 = dM(u, v) which once again collides with our initial
assumption. �

Proposition 4.15 Any homomorphism-homogeneous n?-metric space M
satisfies the following condition:

For all u, v, s, t ∈M if δM(u, v) < δM(s, t) <∞ then dM(u, v) < dM(s, t).

Proof. At first, we fix some arbitrary vertices u, v, s, t ∈M for which

a := δM(u, v) < δM(s, t) =: b.

• If a = 0 then u = v and δM(s, t) > 0, so s 6= t. Consequently,
dM(u, v) = 0 < dM(s, t).

• If a = 1 then by the definition of GM the distance dM(u, v) = 1 as
well, whereas, due to b > a = 1, dM(s, t) > 1 = dM(u, v).
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• If a > 2, then there exist such w1, w2, . . . , wa−1 ∈M that
uw1w2 . . . wa−1v is a path of length a connecting u and v. Obviously,
δM(u,wa−1) = a−1. Assuming the opposite that dM(u, v) > dM(s, t),
we define a local homomorphism f ofM mapping u onto s and v onto
t. Owing to the homomorphism-homogeneity of M there exists an
endomorphism g of M which expands f . Moreover,

δM(s, g(wa−1)) = δM(g(u), g(wa−1)) 6 δM(u,wa−1) = a− 1,

whereas

δM(g(wa−1), t) = δM(g(wa−1), g(v)) 6 δM(wa−1, v) = 1.

This, however, leads to the conclusion that

b := δM(s, t) 6 δM(s, g(wa−1)) + δM(g(wa−1), t) 6 (a− 1) + 1 = a

which is a clear contradiction.

�

Corollary 4.16 In any homomorphism-homogeneous n?-metric space M:

An i-distance < j-distance if and only if i < j,

for i 6= j, where i, j ∈ N.

Proof. The opposite implication is equivalent to the statement of Proposi-
tion 4.15, whereas the direct implication is proven simply by the means of
contraposition. �

The above Corollary 4.16 helps us create an overall better understanding
of the non-expansive mappings. It basically says that an i-distance can be
”homomorphically mapped” onto a j-distance, whenever j < i. This is why
grouping distances from S into separate disjoint classes of k-distances, for
k ∈ N+, actually makes sense. However, this does not mean that all the
i-distances in a homomorphism-homogeneous n?-metric space have to be
equal. In Theorem 4.47, for example, there is no limit as to how many
different 3-distances can appear.

Definition 4.17 Let M be a c-metric space, with diam(GM) > 3. For
any path u1u2 . . . ui+1 of length i > 3 in GM, as in Figure 9, we say that
dM(u1, ui) and dM(u2, ui+1) are (i− 1)-distances over (u1, ui+1)
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Remark. Keeping the same notation as in the above definition both
dM(u1, ui) and dM(u2, ui+1) are indeed (i − 1)-distances, to begin with.
Evidently they are at most (i − 1)-distances, due to the paths u1u2 . . . ui
and u2u3 . . . ui+1, respectively. Additionally, had either one of them been of
length j < i − 1 there would have thus existed a path of length j + 1 < i
between u1 and ui+1, which is impossible as dM(u1, ui+1) is strictly an i-
distance!

Proposition 4.18 LetM be a homomorphism-homogeneous c-metric space
and u, v ∈ M such that δM(u, v) = i, for some i > 3. Let b be the shortest
(i− 1)-distance over (u, v). Then there exists a path of length i connecting
u and v such that both of the (i− 1)-distances over (u, v) determined by it
are precisely b.

Proof. Take an arbitrary path uw1w2 . . . wi−1v of length i in GM, such that
at least one of the (i − 1)-distances is b, see Figure 10. Without loss od
generality assume that dM(u,wi−1) = b and dM(v, w1) =: c > b. Then,

u

w1

w2

w g(w )i-1 1=

v

b

c

a

b

g(wi-1)

g(wi-2)

g(w )2

Figure 10: two (i− 1)-distances b over (u, v)

the mapping f : u 7→ v; v 7→ u; w1 7→ wi−1, is a well-defined local
homomorphism. Since M is homomorphism-homogeneous there exists an
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endomorphic extension g of f. Consequently, g(wi−1) has got to be at dis-
tance 1 from u since

dM(g(wi−1), u) = dM(g(wi−1), g(v)) 6 dM(wi−1, v) = 1;

and g(wi−1) 6= u, because otherwise

dM(u, v) = dM(g(wi−1), g(u)) 6 dM(wi−1, u) = b,

which is a clear contradiction with Proposition 4.15. Furthermore, since
dM(u,wi−1) = b is an (i − 1)-distance in M then dM(g(u), g(wi−1)) =
dM(v, g(wi−1)) is at most an (i − 1)-distance in M. In case it were a j-
distance in M, for j < i − 1, there would have to exist some path in GM
of length j between g(wi−1) and v. Yet attaching u to the beginning of it
would yield a path of length 1+j < 1+(i−1) = i connecting u and v, which
is a clear contradiction with δM(u, v) = i. Consequently, δM(v, g(wi−1)) is
an (i− 1)-distance over (u, v) in M and so it is > b. Additionally:

dM(v, g(wi−1)) = dM(g(u), g(wi−1))) 6 dM(u,wi−1) = b,

resulting in dM(v, g(wi−1)) = b. Finally, notice how

g(v)g(wi−1)g(wi−2) . . . g(w1)g(u)

is then not only a walk of length i, but also a path in GM connecting
g(v) = u and g(u) = v, due to δM(u, v) = i, see Figure 10 again.

�

Proposition 4.19 Let u1, ui+1, v1, vi+1 ∈ M be such that δM(u1, ui+1) =
δM(v1, vi+1) = i, and define a1 := dM(u1, ui+1), a2 := dM(v1, vi+1). Let
b1 and b2 be the minimal (i − 1)-distances over (u1, ui+1) and (v1, vi+1),
respectively.

If a1 > a2 then b1 > b2.

Proof. Let a1 > a2. Owing to Lemma 4.18, there now exists some path
u1u2 . . . ui+1 of length i within GM, such that dM(u1, ui) = dM(u2, ui+1) =
b1, as shown in Figure 11. Evidently, the mapping f : u1 7→ v1;ui+1 7→ vi+1

is a local homomorphism of M! Since M is homomorphism-homogenous
there exists a homomorphic extension g of f. Moreover, due to u2 being
connected to u1 in GM, g(u2) is then at a distance 1 from g(u1) = f(u1) =
v1. It was easy to see that g(u2) 6= v1, because otherwise

dM(g(u2), g(ui+1)) = dM(v1, vi+1) = a2 > b1 = dM(u2, ui+1),
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coming into direct collision with the non-expansiveness of g. Additionally,
as dM(u2, ui+1) is an (i − 1)-distance in M and g(ui+1) = f(ui+1) = vi+1

then dM(g(u2), g(ui+1)) is an (i−1)-distance over (v1, vi+1). (The very non-
expansiveness does not allow it to go beyond an (i− 1)-distance. Further, if
it were at most an (i−2)-distance inM then there would have to exist some
path connecting g(u2) and vi+1 of length at most i− 2. However, adding v1
at the beginning what that would imply is that the newly acquired path is of
length at most i− 1 over (v1, vi+1) — the i-distance a2, which is impossible.
Finally,

b2 6 dM(g(u2), g(ui+1)) 6 dM(u2, ui+1) = b1,

as b2 is the smallest (i− 1)-distance over (v1, vi+1). �

Corollary 4.20 Let M be a homomorphism-homogenous n?-metric space
and dM(u1, v1) = dM(u2, v2) be an i-distance inM for some u1, u2, v1, v2 ∈
M and i > 3. Then, the minimal (i − 1)-distance b1 over (u1, v1) in M is
equal to the minimal (i− 1)-distance b2 over (u2, v2) in M.

Proof. Simply by applying Proposition 4.19 twice we get that b1 = b2. �

The previous corollary justifies the following definition:

Definition 4.21 Let a be an i-distance and b an (i−1)-distance. We call b
the minimal (i− 1)-distance over a if for some u, v of distance a inM (and,
hence, for all u, v of distance a in M) b is the minimal (i− 1)-distance over
(u, v).

Next, we wish to see what properties M passes on to its direct powers.

Proposition 4.22 Let M = (M,dM) be an n?-metric space. If, for all
s, t, u, v ∈M, the following condition holds:

δM(s, t) < δM(u, v) <∞ =⇒ dM(s, t) < dM(u, v),
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then for each positive integer n an analogous implication must hold forMn.
In other words, for any n ∈ N+ and any s̄, t̄, ū, v̄ ∈ Mn, under the given
assumption:

δMn(s̄, t̄) < δMn(ū, v̄) <∞ =⇒ dMn(s̄, t̄) < dMn(ū, v̄).

Proof. Suppose the condition stated in this proposition is true forM. Then,
fix an n ∈ N+ and choose such s̄, t̄, ū, v̄ ∈Mn for which

a := δMn(s̄, t̄) < δMn(ū, v̄) =: b.

Now, by the definition of maximum metric dMn there exist such i∗ and
j∗ from {1, 2, . . . , n} for which dMn(s̄, t̄) = dM(si∗ , ti∗) and dMn(ū, v̄) =
dM(uj∗ , vj∗). With that in mind, dM(si∗ , ti∗) is an a-distance inM whereas
dM(uj∗ , vj∗) is a b-distance inM. Out of the very condition imposed onM
at the start, and

δM(si∗ , ti∗) = a < b = δM(uj∗ , vj∗),

we obtain the desired inequality:

dMn(s̄, t̄) = dM(si∗ , ti∗) < dM(uj∗ , vj∗) = dMn(ū, v̄).

�

Proposition 4.23 LetM = (M,dM) be an n?-metric space and n, i ∈ N+.
Then every i-distance in M is also an i-distance in Mn.

Proof. Let a be an i-distance in M. Then there exist such u, v ∈ M that
δM(u, v) = i. This also implies the existence of a path uw1 . . . wi−1v in GM
of length i. Further, we introduce ū := (u, u, . . . , u), v̄ := (v, v, . . . , v) and
w̄j := (wj , wj , . . . , wj), for all j ∈ {1, . . . , i − 1}, all of which are points of
Mn. Evidently, ūw̄1 . . . w̄i−1v̄ is a path of length i in GMn whereas

δMn(ū, v̄) = δM(u, v) = a.

Therefore, a is an i-distance in M, as well. �

Proposition 4.24 Let M = (M,dM) be an n?-metric space. If for some
i ∈ N+, there exists only one i-distance in M, then for any positive integer
n, there is again precisely that one i-distance in Mn.

27



Proof. At first let a be the unique i-distance in M and fix an n ∈ N+.
Proposition 4.23 implies that a is additionally an i-distance inMn. Assume,
now, that some x̄, ȳ ∈Mn are at an i-distance in Mn. In other words that
δMn(x̄, ȳ) = i. Denoting the set of all the indices j ∈ {1, 2, . . . , n} for which
dMn(x̄, ȳ) = dM(xj , yj) by J , we immediately have that dM(xj , yj) = a, for
any j ∈ J. This was merely due to δM(xj , yj) = i, for any j ∈ J. �

A trivial remark. For any n?-metric spaceM and any i ∈ N+, the union
of all the maximal (i)-sets is always the whole M. In other words, if we were
to take any point x ∈ M it would belong to some maximal (i)-set. The
reason for this is rather obvious as M is finite.

Proposition 4.25 Let M be a c-metric space. In case the intersection of
all of its maximal (i)-sets is a non-empty set, where i 6 diam(GM), then
the same is true for the maximal (i)-sets of Mn, for any n ∈ N+.

Proof. Let K1,K2, . . . ,Kl be all the maximal (i)-sets inM for some fixed i 6
diam(GM). Then, there exists a c ∈

⋂l
i=1Ki, due to the very assumptions

of this Proposition. Clearly, δM(x, c) 6 i for any x ∈ M as c belongs to all
the maximal (i)-sets, so dM(x, c) is at most an i-distance in M. Now, fix a
positive integer n and take any x̄ ∈Mn. Let c̄ := (c, . . . , c) ∈Mn. Since

dMn(x̄, c̄) = max
16j6n

dM(xj , c) 6 max
16j6n

i = i,

it is at most an i-distance inMn. Consequently, c̄ belongs to all the maximal
(i)-sets in Mn, and hence to their intersection as well! �

Definition 4.26 If a maximal (2)-set of an n?-metric space possesses a
vertex at a distance 1 from all the other vertices within it, then we refer to
it as a centre of that maximal (2)-set.

Lemma 4.27 Let M be a c-metric space with all of its different maximal
(2)-sets being K1,K2, . . . ,Kl, for some l ∈ N+. Suppose there exists a centre
ci of Ki for each i ∈ {1, 2, . . . , l}. In that case, for every n ∈ N+ and every
α : {1, 2, . . . , n} → {1, 2, . . . , l} we have that cα := (cα(1), cα(2), . . . , cα(n)) is
a centre of the maximal (2)-set in Mn consisting of cα together with all of
its neighbours (in GMn). Additionally, all the maximal (2)-sets in Mn are
of the proposed form, and there are exactly ln of them.
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Proof. At first, we fix an n ∈ N+. Then, for all α : {1, 2, . . . , n} →
{1, 2, . . . , l}, we denote the set of vertices adjacent to cα in GMn , itself
included, with Kα. Additionally, we notice that

Kα =

n∏
i=1

Kα(i). (4.1)

This is due to the following sequence of equivalent expressions:

x̄ ∈ Kα ⇔ dMn(x̄, cα) 6 1

⇔ max
16i6n

dM(xi, cα(i)) 6 1

⇔ dM(xi, cα(i)) 6 1, for each i ∈ {1, 2, . . . , n}
⇔ xi ∈ Kα(i), for each i ∈ {1, 2, . . . , n}

⇔ x̄ ∈
n∏
i=1

Kα(i).

Evidently, we made use of the fact that cα(i) , as a centre, is connected to
all the elements of Kα(i) in GM, for each i ∈ {1, 2, . . . , n}. Clearly, Kα is a
subset of Mn, for each α : {1, 2, . . . , n} → {1, 2, . . . , l} by definition. On the
other hand, for each x̄ ∈ Mn and each i ∈ {1, 2, . . . , n}, there exists such
βi ∈ {1, 2, . . . , l} that xi ∈ Kβi , as each point ofM belongs to at last one of
its maximal (2)-sets. Thus x̄ ∈ Kβ, where β : {1, 2, . . . , n} → {1, 2, . . . , l} :
i 7→ bi. Altogether this implies that:⋃

α:{1,2,...,n}→{1,2,...,l}

Kα = Mn. (4.2)

Now, owing to 4.1, for any two points ū, v̄ ∈ Kα and any i ∈ {1, 2, . . . , n}
we have that πi(ū) = ui, πi(v̄) = vi ∈ Kα(i) and consequently dM(ui, vi) is
at most a 2-distance in M. What this implies is that

dMn(ū, v̄) = max
16i6n

dM(ui, vi)

is at most a 2-distance, too, but in Mn. So, Kα is a (2)-set!
Further on, we show that it is a maximal such. Take any x̄ ∈ Mn\Kα.

In case Kα∪̇{x̄} were still a (2)-set then x̄ would be at most at a 2-distance
from all the points of Kα. However, with respect to the maximum metric
and 4.1, xi is then at most at a 2-distance from ALL the rest of the points
within Kα(i), for every i ∈ {1, 2, . . . , n}. Due to maximality of the (2)-sets
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Kα(i) inM, for every i ∈ {1, 2, . . . , n}, it holds that xi ∈ Kα(i)! Nevertheless,
it would then follow from 4.1 that x̄ ∈ Kα which comes into collision with
our initial choice of x̄.

The fact that cα is a centre ofKα, for each α : {1, 2, . . . , n} → {1, 2, . . . , l}
follows trivially from the construction. So finally, we have shown that Kα
are in fact maximal (2)-sets within Mn.

What remains to be proven, is our claim that all the maximal (2)-sets
within Mn are of the proposed form. With that in view, let K∗ be some
maximal (2)-set in Mn. Again, relying upon the maximum metric, we may
freely claim that πi[K∗] is a (2)-set in M, for each i ∈ {1, 2, . . . , n}. This
is why there has to exist such a β : {1, 2, . . . , n} → {1, 2, . . . , l} for which
πi[K∗] ⊆ Kβ(i), for every i ∈ {1, 2, . . . , n}. As a result, K∗ ⊆ Kβ, whereas
due to the maximality of both of these (2)-sets they must be equal!

We have established that all the maximal (2)-sets in Mn do have a
centre each which then uniquely determines them. Now, since these cen-
tres depended upon the variations of length n on the set of l elements
of which there are ln that is the upper limit of the number of the max-
imal (2)-sets in Mn, as well. In order to prove the equality, we need
to prove that no two maximal (2)-sets in Mn, say Kα and Kβ, are the
same, when α and β are different variations. In that regard, take any such
α, β : {1, 2, . . . , n} → {1, 2, . . . , l}, that α 6= β. Obviously, there exists an
i ∈ {1, 2, . . . , n}, for which α(i) 6= β(i). Consequently Kα(i) 6= Kβ(i) and
so their corresponding centers differ as well. If that were not the case,
but cα(i) = cβ(i) then Kα(i) ∪ Kβ(i) would still be a (2)-set, yet greater
then either of the two it comprises, which contradicts their maximality!
Again, due to the maximality of the aforementioned (2)-sets, there have to
exist x ∈ Kα(i) and y ∈ Kβ(i) which are (at least) at a 3-distance. Fur-
thermore, for x̄ := (cα(1), cα(2), . . . , cα(i−1), x, cα(i+1), . . . , cα(n)) ∈ Kα and

ȳ := (cβ(1), cβ(2), . . . , cβ(i−1), y, cβ(i+1), . . . , cβ(n)) ∈ Kβ we have dMn(x̄, ȳ) >
dM(x, y) = 3. What this implies is that x̄ and ȳ do not belong to the very
same (maximal) (2)-set, and so Kα 6= Kβ, for sure. �

Example 4.4 Proposition 4.27 gave us some insight into the appearance of
the maximal (2)-sets of higher powers of a c-metric space. In Figure 12 the
square of the metric space M from Example 4.2 is represented, with only
its 1-distances shown. All of its maximal (2)-sets alongside with their corre-
sponding centres, are coloured accordingly in the same way. Also the centres
od M2 are labeled c1 := (w1, w1), c2 := (w1, w2), c3 := (w2, w1) and c4 :=
(w2, w2).
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Figure 12: maximal (2)-sets with their centres in M2

Definition 4.28 A point of an n?-metric spaceM is referred to as a middle
point of a (k)-set inM in case it is at most at distance

⌈
k
2

⌉
in GM from all

the rest of the points of that (k)-set.

Proposition 4.29 In a polymorphism-homogeneous c-metric spaceM, there
exists a middle point of any (k)-set in M where k is a positive integer
6 diam(GM).

Proof. Let u, v ∈ M be at the greatest k-distance a in M, for some fixed
k 6 diam(GM). Then, dM(u, v) = a and there exists a path uw1w2 . . . wk−1v
of length k in GM, see Figure 13.

k

2

w

v

w
2

w
k - 2

w
k - 1

u

w
1

Figure 13: A path of length k connecting u and v

With all that in mind, dM(u,wd k2e) is precisely a
⌈
k
2

⌉
-distance, whereas

dM(wd k2e, v) is a
⌊
k
2

⌋
-distance, both in M. Let K := {x1, x2, . . . , xn} be
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some k-set in M and |K| =: n > 2. Then the distance between any two
points in

T := {(u, v, v, . . . , v, v), (v, u, v, . . . , v, v), . . . , (v, v, v, . . . , v, u)}

is exactly a in Mn, whilst

δMn((wd k2e, . . . , wd k2e), x̄) =

⌈
k

2

⌉
,

for any x̄ ∈ T.
Due to the maximality of a the mapping f : T → {(xi, . . . , xi) : i ∈

{1, 2, . . . , n}} which maps (v, v, . . . , v, u, v, . . . , v), with u as the i-th coordi-
nate, to (xi, xi, . . . , xi), for every 1 6 i 6 n, is a well-defined local homomor-
phism. Hence, as M is polymorphism-homogenous, from Proposition 2.7,
we have thatMn is homomorphism-homogenous, and so f can be expanded
to an adequate endomorphism g of Mn, as indicated in Figure 14. Conse-
quently, there exists (z1, z2, . . . , zn) ∈Mn such that

g((wd k2e, . . . , wd k2e)) = (z1, z2, . . . , zn),

and by the same token, from the non-expansiveness of g, for any i ∈ {1, 2, . . . , n}
we have:

dMn((xi, xi, . . . , xi), (z1, z2, . . . , zn))

6 dMn((v, v, . . . , v, u, v, . . . , v), (wd k2e, . . . , wd k2e))

6

⌈
k

2

⌉
.

Finally, for any i ∈ {1, 2, . . . , n} it holds that

dM(xi, z1) 6 dMn((xi, xi, . . . , xi), (z1, z2, . . . , zn)) 6

⌈
k

2

⌉
,

making z1 the desired middle point of K. �

Corollary 4.30 LetM be a polymorphism-homogenous c-metric space and
k a positive integer. Any maximal (k)-set inM has a middle point belonging
to it.
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Figure 14: the existence of the vertex (z1, z2, . . . , zn)
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Proof. At first, fix a maximal (k)-set K inM. From Lemma 4.29, we trivially
obtain a middle point x ∈M of K. In other words, for any y ∈ K

dM(x, y) 6

⌈
k

2

⌉
6 k.

Thus, K∪{x} is still a (k)-set inM. Finally, owing to the maximality of K
we have x ∈ K. �

Lemma 4.31 Let M be a c-metric space and L a maximal (k)-set in M,
where k is an even positive integer. If L has a middle point x then

L = {y ∈M |δM(x, y) 6
k

2
}.

Proof. From the definition of x as a middle point it trivially follows that
L ⊆ {y ∈M |δM(x, y) 6 k

2}. On the other hand, take any u ∈ M such that

δM(x, u) 6 k
2 and any v ∈ L. Bearing in mind that δM(x, v) 6 k

2 , from the

triangle inequality it follows that δM(u, v) 6 2 · k2 = k. Finally, from the
maximality of K this implies that u ∈ K. �

Remark. With the notion from the above Lemma, if L does contain two
points which are at a k-distance in M then GM[L] is a graph of diameter
k, whose radius thus has to be > k

2 . However, as ε(x) 6 k
2 in GM[L] the

equality is obtained.

Remark. Let M be a c-metric space and i ∈ N. We say that an (i)-set
L in M is within K, if L ⊆ K. Further, L is a maximal (i)-set in K if it
is within K and cannot be extended by any point in K to a strictly larger
(i)-set within K. Notice how a maximal (i)-set in K does not necessarily
have to be a maximal (i)-set in M. The former is however a (i)-set in M,
and as such can be extended to a maximal one in M, which then evidently
does not have to be fully within K. This is why it is important to distinguish
clearly between the (i)-sets which are maximal inM, and those maximal in
K.

Corollary 4.32 In a polymorphism-homogeneous c-metric space M, the
intersection of all the maximal (

⌈
k
2

⌉
)-sets within a maximal (k)-set in M is

non-empty, for any positive integer k.
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Proof. Let K be a maximal (k)-set in M. Corollary 4.30 provides us with
a middle point x of K. To put it differently, x belongs to all the maximal
(
⌈
k
2

⌉
)-sets in K, securing the non-emptiness of their intersection. �

Lemma 4.33 If there exists a point in the intersection of all the maximal
(i)-sets of a c-metric space M, then the intersection of all the maximal
(i)-sets in Mn is again non-empty, for any n ∈ N+.

Proof. Assume that for some fixed i ∈ N+ there exists some c ∈ M which
belongs to every single one of the maximal (i)-sets in M. Now, fix n ∈ N+.
It goes almost without saying that c̄ := (c, c, . . . , c) ∈ Mn belongs to every
one of the maximal (i)-sets in Mn. For any x̄ := (x1, x2, . . . , xn) ∈Mn,

dMn(c̄, x̄) = max
16j6n

dM(c, xj) = dM(c, xj∗) 6 i,

for some j∗ ∈ {1, 2, . . . , n}. This leads to dMn(c̄, x̄) being at most an i-
distance in Mn. �

Lemma 4.34 Let M be a c-metric space. If its skeleton has a vertex of
eccentricity 1 then M is homomorphism-homogenous.

Proof. We fix a point u ∈M of eccentricity 1. Clearly, u is connected to all
the other vertices of GM, thus being a universal vertex. Letting f be any
local homomorphism of M, we can easily expand it to g ∈ End(M), in the
following way:

g(x) =

{
f(x), x ∈ dom(f)

u, otherwise

In order to prove that g is a well-defined homomorphism, take any x, y ∈M
and consider the following trivial cases:

• If x, y ∈ dom(f), then dM(g(x), g(y)) = dM(f(x), f(y)) 6 dM(x, y),
due to the non-expansiveness of f .

• If x ∈ dom(f) and y ∈M\dom(f), then

dM(g(x), g(y)) = dM(f(x), u) 6 1 6 dM(x, y),

as x 6= y (since they belong to disjoint sets) and M is a normalised
metric space.

• If x, y ∈M\ dom(f), then dM(g(x), g(y)) = dM(u, u) = 0 6 dM(x, y).
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This leads to the conclusion that g is a non-expansive mapping. Owing
to the arbitrary choice of f , we may finally conclude that M is indeed
homomorphism-homogeneous. �

Lemma 4.35 Let M be a c-metric space. If its skeleton has a vertex of
eccentricity 1 then M is polymorphism-homogenous.

Proof. Let k ∈ N+ and u ∈ M a universal vertex in GM. What we aim to
show is that ū := (u, u, . . . , u) ∈ Mk is also a vertex of eccentricity 1, but
clearly in the skeleton of Mk. Hence, take an arbitrary x̄ ∈Mk. Trivially:

dMk(x̄, ū) = max
16i6k

dM(xi, u) 6 max
16i6k

1 = 1,

which is exactly what we wanted. Further, applying Lemma 4.34 onto
Mk we have that this c-metric space is homomorphism-homogeneous, for
any k ∈ N+. Consequently, due to Proposition 2.7, M is polymorphism-
homogeneous. �

Lemma 4.36 Any maximal (2)-set in a polymorphism-homogeneous c-metric
space M, induces a polymorphism-homogenous c-metric subspace of M.

Proof. Let M be a c-metric space and K a fixed maximal (2)-set. From
Proposition 4.30 there exists a universal vertex u within that (2)-set. Once
we make sure that K := (K, dM �K) is indeed a c-metric space, the property
of polymorphism-homogeneity shall follow directly from Lemma 4.35.

To put it differently, what remains is to show the non-existence of the
?-property within K alongside with the connectedness of GK . The latter
of the two is rather obvious, as for any two vertices x, y ∈ M the path xuy
connects them.

As dK = dM�K , all the distances between any two points of K remain the
same in both M and K. That means that unless K is actually a (1)-set in
M, there exists at least one 2-distance b in K. That implies the existence of
w1, w2 ∈M such that dM(w1, w2) = b. Also, dM(w1, u) = 1. We have, thus,
found both a distance of length 1 and b in K, whereas 1 < b 6 2 ∗ 1 = 2,
implying that K does not have the ?-property either. Returning to the
exceptional case of K being a (1)-set, we have that (due to the maximality
of it as a (2)-set) the very M would then be a (1)-set itself. However, as
such it would not be a c-metric space which leads to a contradiction. �
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Corollary 4.37 Any maximal (2)-set in a polymorphism-homogeneous c-
metric space M possesses a centre, irrespective of GM’s diameter.

Proof. Combining the result of Corollary 4.30 for d = 2 with the very
definition of a centre of some maximal (2)-set in M we straightforwardly
obtain the statement of this corollary. �

Lemma 4.38 To each of the maximal (2)-sets in a polymorphism-homoge-
neous c-metric space M corresponds a different centre.

Proof. Let K1 and K2 be any two maximal (2)-sets in M, with c1 and c2
being their corresponding centres. The existence of the latter two is due to
Corollary 4.37. There also exist such u ∈ K1 and v ∈ K2 that δM(u, v) = 3,
as K1 and K2 are two different maximal (2)-sets in M. However, assuming
the opposite, that c1 = c2 =: c what we obtain is that

δM(u, v) 6 δM(u, c) + δM(c, v) = 1 + 1 = 2,

which leads to an obvious contradiction. �

Lemma 4.39 Let M be a c-metric space satisfying the following two con-
ditions:

1) every maximal (4)-set in M has a middle point, and

2) every maximal (2)-set in M has a centre.

Additionally, let K be a maximal (4)-set in M and L a maximal (2)-set in
K. Then L is a maximal (2)-set in M, as well.

Proof. Let x ∈ K be such that δM(x, y) 6 2, for all y ∈ K. Then it is
the element of every maximal (2)-set in K — hence, x ∈ L. Let L̂ be an
extension of L to a maximal (2)-set in M, with its centre c. We have that
δM(c, x) 6 1. Additionally,

∀y ∈ L̂ : δM(y, x) 6 2.

From Lemma 4.31 we have that K = {y ∈ M |δM(x, y) 6 2}. Therefore,
L̂ ⊆ K. In conclusion L̂ = L. �
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Lemma 4.40 LetM be a c-metric space satisfying the same two conditions
from Lemma 4.39. Further, let K be its maximal (4)-set and K a maximal
(3)-set in K. Then every maximal (2)-set L in K has each centre in K.

Proof. Condition 1) together with Lemma 4.31 provides an x ∈ K such that
K = {y ∈M |δM(x, y) 6 2}. Let L be a maximal (2)-set in K. Then x ∈ L,
and also x ∈ K. In particular, L ∩ K 6= ∅. Let, further, c be a centre of L,
and u ∈ K. Then δM(c, x) 6 1 whereas δM(x, u) 6 2, and so δM(c, u) 6 3.
Hence, c ∈ K. �

Corollary 4.41 With the above notions, all the centres of all the maximal
(2)-sets in K are contained within a maximal (2)-set in K.

Proof. Let K1, . . . ,Kl be all the maximal (2)-sets in K. Moreover, let x be a
middle point of K. Clearly, x ∈

⋂l
i=1Ki. Then, for every i ∈ {1, . . . , l} and

each centre ci of Ki we have δM(x, ci) 6 1. Additionally, any two centres
are at most at a 2-distance in K, owing to x being their common neighbour.
Further, letting C be the set of all the centres of all the maximal (2)-sets in
K. Then, C ∪ {x} is a (2)-set in K. Hence, it is contained in some Ki, for
i ∈ {1, . . . , l}. �

Lemma 4.42 With the notions from Lemma 4.40, a maximal (2)-set in K
that contains all the centres of all the maximal (2)-sets in K is contained in
K.

Proof. Let L be a maximal (2)-set in K that contains all the centres of all
the maximal (2)-sets in K. Further, let c be a centre of L. Take u ∈ L and
v ∈ K. Moreover, let L′ be a maximal (2)-set in K containing v, and c′ its
centre. Then δM(u, c) 6 1, δM(c, c′) = 1 and δM(c′, v) 6 1 so δM(u, v) 6 3.
As a result, L ⊆ K. �

Remark. As the choice of K as a maximal (3)-set in K was arbitrary, as
a consequence we have that L (from the above proof) is contained within
the intersection of all the maximal (3)-sets in K.

Lemma 4.43 With the notions from above, for all u, v ∈ K if δM(u, v) = 3,
then there are centres ci and cj of the maximal (2)-sets in K such that ucicjv
is a path.
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Proof. Let uxyv be a path. Then {u, x, y} is a (2)-set. Hence, there is a
maximal (2)-set Ki in K, with centre ci, that contains {u, x, y}. Thus uciyv
is a path. Now, analogous to that we have that {ci, y, v} is again a (2)-set
in K. Therefore, there exists a maximal (2)-set Kj in K which contains it.
Finally, ucicjv is thus a path. �

Proposition 4.44 Let M be a c-metric space with diam(GM) = 3. Let C
be the set of all the centres of all the maximal (2)-sets in M. Further let
H := {c1, . . . , cl} ⊂ C be such that it induces a maximal complete subgraph
in GM[C]. Let K1, . . . ,Kl be the maximal (2)-sets induced by c1, . . . , cl,
respectively. Then

⋃n
i=1Ki =M.

Proof. Let C\H = {cl+1, . . . , cn}. For every i ∈ {l+ 1, . . . , n} we denote by
Ki the maximal (2)-set induced by ci. By Corollary 4.41 C is contained in
a maximal (2)-set in M. A centre of that maximal (2)-set is of distance at
most 1 from every element of C in GM. Thus it must be an element of H.
Without loss of generality, we may assume that c1 is such a centre.

Assume that M is not covered by ∪li=1Ki. Fix such an x ∈ M which
is not contained in any of the maximal (2)-sets with centres in H. Clearly,
there exists a j ∈ {1, 2, . . . , n} such that x ∈ Kj . Moreover, such j must
be greater then l, as cj 6∈ H. What we will now show is that there exists
a k ∈ {1, 2, . . . , l} such that δM(ck, x) = 3. Suppose to the contrary, that
δM(ck, x) = 2 for all k ∈ {1, 2, . . . , l}. In that case H∪̇{cj , x} would be
a (2)-set in M and thus contained within Kp, for some p ∈ {1, 2, . . . , n}.
However, cp would then be at distance at most 1 in GM from all the vertices
in H. Due to the maximality of the latter, we would have cp ∈ H. Thus,
δM(cp, x) = 2. But, this is a contradiction to δM(cp, x) 6 1. Therefore, there
exists a k ∈ {1, 2, . . . , l} such that δM(ck, x) = 3. That immediately implies
δM(ck, cj) = 2, see Figure 15.

Let all the maximal (2)-sets containing x be Ki1 ,Ki2 , . . . ,Kim . Trivially
j ∈ {i1, i2, . . . , im}. Obviously, none of their centres belong to H. Further-
more, we define P ⊆ H such that it contains all the points from H which are
precisely at a 2-distance from x. Evidently, P is not empty as c1 belongs to
it. Now, notice how P ∪{ci1 , ci2 , . . . , cim , x} is a (2)-set and hence contained
in some Kp, for some p ∈ {1, 2, . . . , n}. As x ∈ Kp then p ∈ {i1, i2, . . . , im}.
Without loss of generality we may assume that p = i1. As δM(ck, ci1) = 2,
there exists such a y ∈ Kk\Ki1 that δM(ci1 , y) = 3, see Figure 16. If such
a y were not to exist, but δM(ci1 , y) 6 2, for all y ∈ Kk, then {ci1}∪̇Kk
would be a (2)-set. From the maximality of Kk as a (2)-set in M we would
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have ci1 ∈ Kk, which is impossible (because δM(ck, ci1) = 2). Additionally,
we have that none of the centres ci1 , . . . , cim is at a distance 1 in GM from
y, since it would then be a common neighbour of ci1 and y in GM, but
δM(y, ci1) = 3.

Further, we consider the distance between x and y in GM. Clearly,
δM(x, y) 6 3.

(i) If δM(x, y) = 1, then we reach a contradiction with

3 = δM(y, ci1) 6 δM(y, x) + δM(x, ci1) = 1 + 1 = 2.

(ii) If δM(x, y) = 2, then there exists a q ∈ {1, 2, . . . ,m} such that {x, y} ⊆
Kiq . However, as for any such q, δM(ciq , y) 6= 1 this is clearly impossi-
ble.

(iii) If δM(x, y) = 3, then from Lemma 4.43 there exist such s ∈ {1, 2, . . . , n}
and q ∈ {1, 2, . . . ,m} that xciqcsy is a path, see Figure 17. We show

ck

c1

ci1

x

H\P

y

P

ciq

cs

Figure 17: δM(x, y) = 3

that δM(y, ciq) = 2. Obviously, δM(y, ciq) 6 2, since cs is then a com-
mon neighbour of both y and ciq . Further, since δM(y, ci1) = 3 then
yciqci1 cannot be a path of length 2, meaning that δM(y, ciq) 6= 1.
With all that in mind, H ∪ {y, ciq} is then a (2)-set. Therefore, there
must exist some r ∈ {1, 2, . . . , n} that H ∪{y, ciq} ⊆ Kr. Owing to the
maximality of H, this implies that cr ∈ H and so δM(cr, x) 6= 1, see
Figure 18. Moreover, cr must be in P , as
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δM(x, cr) 6 δM(x, ciq) + δM(ciq , cr) = 1 + 1 = 2.

Then δM(ci1 , cr) = 1, which leads to

3 = δM(y, ci1) 6 δM(y, cr) + δM(cr, ci1) = 1 + 1 = 2,

which evidentally is not true.

Finally, what we have proven is that the maximal (2)-sets with their
centres in H do cover the whole space M.

�

Corollary 4.45 LetM be a c-metric space with diam(GM) = 3 such that
it fulfills all the premises of Proposition 4.44. Let c be a centre of a maximal
(2)-set in M, and let u ∈M. Then δM(c, u) 6 2.

Proof. Let C be the set of all centres of all the maximal (2)-sets inM andD a
maximal complete subgraph of GM[C] containing c. By Proposition 4.44 we
have that there exists a v ∈ D such that δM(u, v) 6 1. Hence, δM(u, c) 6 2.
�

Lemma 4.46 LetM be a polymorphism-homogeneous c-metric space, then
diam(GM) > 2.

Proof. If diam(GM) 6 1 then there would exist an edge between any two
of n vertices of GM. That would imply that GM ∼= Kn. However, as
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im(dM) ⊆ {0, 1} then M would have the ?-property, which is not the case.
�

Theorem 4.47 A c-metric spaceM with diam(GM) = 2 is polymorphism-
homogenous if and only if its skeleton possess a universal vertex.

Proof. (=⇒) It suffices to notice how M on its own is a maximal (2)-set
in M. Thus, due to its polymorphism-homogeneity Corollary 4.37 implies
thatM possesses a centre, which in this case is at the same time a universal
vertex of its skeleton. (⇐=) The opposite implication is a trivial consequence
of Lemma 4.35, for the special case of M having a skeleton of diameter 2.
�

Proposition 4.48 LetM be a polymorphism-homogeneous c-metric space
with diam(GM) = 3. Further, let a be the greatest (3)-distance in it and
b the shortest 2-distance over a. Then, for any T ⊂ M there must exist a
point in M which is at a distance at most b in M from each of the points
from T.

Proof. The proof is analogous to the one of Proposition 4.29, with the
exception of choosing not just any path uw1w2v of length 3, but the one for
which the (2)-distances over a inM are the shortest, i. e. which are b. The
existence of such a path is secured by Lemma 4.18, for i = 3. �

Theorem 4.49 A c-metric spaceM with diam(GM) = 3 is polymorphism-
homogeneous whenever all the following conditions are satisfied:

1) for all u, v, s, t ∈M if δM(s, t) < δM(u, v) then dM(s, t) < dM(u, v);

2) every maximal (2)-set in M contains a centre;

3) the intersection of all the maximal (2)-sets in M is non-empty, and

4) there exists only one 2-distance.

Proof. All the conditions inflicted upon M remain valid for all of its direct
powers, just the same due to Propositions 4.22, 4.27 and 4.24. Consequently,
once we prove that M is homomorphism-homogeneous, every one of its
direct powers will be, as well. On the whole, Proposition 2.7 will provide
polymorphism-homogeneity of M.
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We begin by showing thatM possesses the one-point extension property,
the direct consequence of which (by Proposition 2.9) is the homomorphism-
homogeneity of the metric space in point. Take any local homomorphism
f of M, with the domain T = {x1, x2, . . . , xk}. Let further z ∈ M\T. We
then extend f to a homomorphism g : T ∪ {z} 7→ M , in the way described
below.

(1) If u ∈ T then g(u) := f(u), of course, and g is a well-defined extension.

(2) If z is at a 1-distance in M from some point in T , then let Tz be the
set of all the neighbours of z from T in GM. Note that the distance
of z from any element of T\Tz in GM is at least 2. Evidently, Tz is
a (2)-set in M. Thus f [Tz] is a (2)-set in M, too (owing to the non-
expansiveness of f). Let c be a centre of a maximal (2)-set containing
f [Tz]. Then c is of distance at most 2 from any element of f [T\Tz]
in GM. Define g(z) := c. Since M has just one 2-distance, g is non-
expansive.

(3) If δM(xi, z) > 2 for all i ∈ {1, 2, . . . , k}, then simply let g(z) := c∗,
where c∗ is in the intersection of all the maximal (2)-sets in M. Since
δM(y, c∗) 6 2, for all y ∈ f [T ], and since M has just one 2-distance,
it follows that g is non-expansive.

Now it is clear that g is a homomorphic extension of f, and as a result M
has the one-point extension property, which is just what we needed. �

Example 4.5 There exist c-metric spaces with exactly one 2-distance, which
are not polymorphism-homogeneous. One such example is shown in Fig-
ure 19. Notice how not all of its maximal (2)-sets possess a centre. Clearly,
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Figure 19: A non-PH metric space

w2 is the centre of K2, whereas no point in K1 could be a centre of that
particular maximal (2)-set.
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Example 4.6 In Figure 20 we see an example of a c-metric space M with
one 3-distance a and two different 2-distances b and c within it. Although
it does satisfy the necessary condition imposed by Proposition 4.18, it does
not comply with Corollary 4.20, both for i = 3. This sudden inappropri-
ate variety of 2-distances in M make it non-homomorphism-homogenous!
The same conclusion could have been reached directly, by finding a local

c1

y

y

x

x c1 c3

c4 c2

z

1

c
b

a

3 > > > > 1a c b

Figure 20: A non-HH metric space with two different 2-distances

homomorphism of M which can not be expanded to an endomorphism of
M. One such is f defined so as to map x onto x̄ and y onto ȳ. Namely,
if it could be expanded to g ∈ End(M) then g(c4) ∈ {c2, c3, ȳ}, due to the
non-expansiveness of g in combination with the fact that dM(y, c4) = 1.
However, that is not all! It would also have to satisfy the following:

dM(x̄, g(c4)) = dM(g(x), g(c4)) 6 dM(x, c4) = b.

Simply putting all the three candidates to the test we reach a clear contra-
diction with the previous inequality, as dM(x̄, c2) = dM(x̄, c3) = c > b and
dM(x̄, ȳ) = a > b!

4.2.2 n?-metric spaces with disconnected skeletons

We now finally turn to the general case of n?-metric spaces whose skeleton
is not a connected graph.
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Definition 4.50 Let M be a n?-metric space and P ⊆ M be such that
GP := GM[P ] is a connected component of GM. The metric subspace P
induced by P in M is then referred to as an M-connected component.

Lemma 4.51 Any endomorphism on an n?-metric space M, maps an M-
connected component into some M-connected component.

Proof. Let P ⊂M be such that P :=M[P ] is anM-connected component.
Take any f ∈ End(M). By definition, GP is a connected component of GM.
From Lemma 4.11 we have that f�GP

is a local homomorphism of the graph
GM. Consequently, there exists some Q ⊆ M for which GQ is a connected
component of the skeleton of M, such that f [P ] = f�P [P ] = f�GP

[P ] ⊆ Q.
Finally, since f was an endomorphism of M for Q := M[Q] we have that
f [P] ⊂ Q whereas, by definition, Q is an M-connected component. �

Combining the results of Lemma 4.51 and Corollary 4.16 we obtain the
following:

Corollary 4.52 Let M be an n?-metric space and P some M-connected
component whose skeleton is of diameter i. Then, for any f ∈ End(M), f [P ]
is a (j)-set within some M-connected component, where j 6 i.

Lemma 4.53 Let M be an n?-metric space. If there exists a non-homo-
morphism-homogenousM-connected component, thenM is not homomor-
phism-homogenous either.

Proof. Assuming the opposite, let P = (P, dM �P ) be a non-homomorphism-
homogenous M-connected component of the homomorphism-homogeneous
M. Then, let f be a local homomorphism on P which cannot be extended
to an endomorphism of P. Since P is a metric subspace of M then triv-
ially f̄ : dom(f) → M : x 7→ f(x) is a well-defined local homomorphism
of M. Due to homomorphism-homogeneity of M, there has to exist a ho-
momorphic extension ḡ ∈ End(M) of f̄ . As dom(f̄) = dom(f) ⊆ P then
ḡ�dom(f)

= f̄�dom(f)
= f, so ḡ[dom(f)] = f [dom(f)] = im(f) ⊆ P. Conse-

quently, relying upon Lemma 4.51 we have that ḡ[P] ⊆ P. That in turn
implies that ḡ �P∈ End(P). However, since (ḡ �P) �dom(f)= ḡ�dom(f)

= f we
have that ḡ �P is in fact a homomorphic extension of f which contradicts
the non-homomorphism-homogeneity of P. �

To put it differently,
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If M is a homomorphism-homogenous n?-metric space, then every
M-connected component is homomorphism-homogeneous as well.

Lemma 4.54 Let P be an M-connected component, where M is an n?-
metric space. For any n ∈ N+ we have that Pn is then an Mn-connected
component.

Proof. Fix some positive integer n.
At first we show that GPn is connected. Take any two points ū, v̄ ∈ Pn.

Clearly for each i ∈ {1, 2, . . . , n} both ui and vi belong to P. Since GP is con-
nected, for each i ∈ {1, 2, . . . , n} there have to exist some wi1, w

i
2, . . . , w

i
li
∈ P

such that uiw
i
1w

i
2 . . . w

i
li
vi is a path (within P) connecting ui and vi, and li ∈

N+. Then define l := max
16i6n

li. With all that in mind, for each j ∈ {1, 2, . . . , l},

we define a point w̄j := (w1
j , w

2
j , . . . , w

n
j ), where wij := vi, whenever j > li,

for i ∈ {1, 2, . . . , n}. It is now fairly easy to prove that ūw̄1w̄2 . . . w̄lv̄ is a
path in GPn connecting ū and v̄ thus proving GPn to be connected.

Secondly, we prove that GPn is maximal, in the sense that there exists
no point in Mn\Pn connected to some point of Pn. In fact, it suffices to
show that there is no ū ∈ Pn at a distance precisely 1 from any of the point
in Mn\Pn. Assuming the opposite, let ū ∈ Pn and x̄ ∈Mn\Pn that

1 = dMn(x̄, ū) = max
16i6n

dM(xi, ui).

For each i ∈ {1, 2, . . . , n} we now have that dM(xi, ui) 6 1. To put it
differently, xi is either equal to ui or at a distance 1 from it. Bearing in
mind that GP is connected, that all results in xi ∈ P , as ui ∈ P, for all
i ∈ {1, 2, . . . , n}. However, x̄ would then have to belong to Pn, with all its
coordinates being in P, which contradicts the very choice of that point!

On the whole, we have shown that GPn is a connected component of
GM thus proving Pn to be an Mn-connected component. �

Corollary 4.55 Let M be an n?-metric space. If any M-connected com-
ponent is not polymorphism-homogenous then M is not polymorphism-
homogeneous either.

Proof. Let P be some non-polymorphism-homogenous M-connected com-
ponent. Having Proposition 2.7 in mind, there exists some k ∈ N+ for
which Pk is not homomorphism-homogenous. Now, from Lemma 4.54 we
have that Pk is itself a Mk-connected component implying that Mk is
not homomorphism-homogenous, due to Lemma 4.53. However, applying
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Proposition 2.7 once again, we have that now M cannot be polymorphism-
homogenous! �

Example 4.7 The opposite implication, however, does not hold for neither
Lemma 4.53 nor for Corollary 4.55! A counterexample to both is provided
in Figure 21, as a sketch of a metric space M without the ?-property yet
with two M-connected components. The distances between these two M-
components have been omitted from the sketch so as to simplify it. Clearly,
a1 and a2 represent the 3-distances, whereas b1 and b2 are the (minimal)
2-distances over them, respectively. u1u2u3u4 and v1v2v3v4 are paths of
length 3, and we fix a1 > a2 and b1 < b2. From Corollary 4.19 for i = 3, it
trivially follows that M in neither homomorphism-homogeneous, nor con-
sequently polymorphism-homogenous. The fact that the connected compo-
nents are themselves polymorphism-homogenous (and thus homomorphism-
homogenous as well) follows from Theorem 4.49.
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Figure 21: A non-PH c-metric space M with 2 PH connected components

Lemma 4.56 The distance between the points belonging to different M-
connected components of a homomorphism-homogenous n?-metric spaceM,
is necessarily greater than any distance between any two points ofM within
the same M-connected component.

Proof. Assuming the opposite holds, let u1, v1 ∈M be some points belonging
to the same, and u2, v2 ∈ M to two different M-connected components,
satisfying the inequality

dM(u1, v1) > dM(u2, v2).

Then, the mapping f defined so as to map u1 to u2 and v1 to v2 is obviously a
well-defined local homomorphism of M. However it cannot be expanded to
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a global homomorphism of M, as the images of u1 and v1 through it would
have to belong to the same M-connected component, as per Lemma 4.51,
which cannot be the case as those would necessarily be f(u1) = u2 and
f(v1) = v2, respectively. �

4.3 Metrically polymorphism-homogeneous connected graphs

Every connected graph gives rise to a metric space when the set of vertices is
accompanied by the standard graph metric, mentioned in Section 2.3. Thus
we give a fairly natural definition below.

Definition 4.57 A connected graph is metrically polymorphism-homogene-
ous if it is polymorphism-homogeneous when considered as a metric space
in the graph metric.

Lemma 4.58 When H is a finite connected graph of diameter > 2 then
H := (V (H), dH) is a c-metric space with only one 2-distance. Additionally,
GH = H and δH = dH.

Proof. Since diam(H) > 2 there exists a path of length at least 2 in H.
Let u, c, v be three consecutive vertices of that path, in that order. Then
dH(u, c) = 1 and dH(u, v) = 2. Therefore, H is a metric space without the
?-property. Further, as H is finite then H is finite, as well and 1 is trivially
the smallest nonzero distance in it. Consequently, H is an n?-metric space.
It goes almost without saying that the skeleton of H is truly H. This is
because:

(u, v) ∈ GH ↔ dH(u, v) = dH(u, v) 6 1↔ (u, v) ∈ E(H).

Therefore, δH = dH. Finally, as H is connected, then so is the skeleton of H
and hence H is a c-metric space. Obviously, 2 is the only 2-distance in H.
�

Lemma 4.59 When H is a finite connected graph of diameter 6 1 then it
is metrically polymorphism-homogeneous.

Proof. Let n := |V (H)|. Clearly, H ∼= Kn and so (V (H), dH) is a finite ?-
metric space. Theorem 4.9 implies that H is then metrically polymorphism-
homogeneous. �

We may now finally give a full classification of finite metrically polymor-
phism-homogenous graphs, up to diameter 3.
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Theorem 4.60 Let H be a finite connected graph of diameter at most 3
and let H := (V (H), dH). Then H is metrically polymorphism-homogeneous
if, and only if, either diam(H) 6 1 or the following set of conditions are
satisfied:

1) H is a c-metric space,

2) every maximal (2)-set in H contains a centre, and

3) the intersection of all the maximal (2)-sets in H is non-empty.

Proof. Let H be a polymorphism-homogeneous metric space. Assume that
diam(H) ∈ {2, 3} then by Lemma 4.58 H is a c-metric space with skeleton
H, and so it fulfills 1). Further, from Corollaries 4.37 and 4.32 we have that
2) and 3) hold, as well. Notice only that when diam(H) = 2 then there
exists precisely one maximal (2)-set in H, namely the whole V (H).

On the other hand, the other implication follows from Lemma 4.59 for
diam(H) 6 1 and from Theorems 4.47 and 4.49 for diam(H) being 2 and 3,
respectively (bearing in mind that in the latter case the metric with which
H’s skeleton is equipped is in fact dH). �

5 Open problems

As a conclusion to this thesis, we propose a few open problems which are
definitely worthy a considering.

1. Notice how for any polymorphism-homogeneous c-metric space M
with a skeleton of diameter 3 the first three condition of Theorem 4.49
are satisfied. From Lemma 2.7 (for k = 1) follows the homomorphism-
homogeneity ofM, which together with Proposition 4.15, Lemma 4.37
and Corollary 4.32 confirms our claim. What remains to be resolved
still is whether there has to exist only one single 2-distance in such an
M.

2. With a view to completing the classification of countable polymorphism-
homogeneous n?-metric spaces, one would need to further investigate
c-metric spaces with skeletons of diameter > 4.

3. Upon solving 2., the next step would naturally be to examine infinite
metric spaces (both with and without the ?-property) with regard to
polymorphism-homogeneity.
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All in all, the search for all the polymorphism-homogeneous metric spaces
proceeds, whereas this thesis, with its humble contribution, certainly pro-
vides a fairly good starting point.
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[6] C. Delhommé, C. Laflamme, M. Pouzet, N. Sauer. Divisibility of count-
able metric spaces. European Journal of Combinatorics 28(6), 1746–
1769 (2007)

[7] I. Dolinka. The Bergman property for endomorphism monoids of some
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[22] M. Ó. Searcóid. Metric Spaces. Springer-Verlag London Limited (2007)

53



7 Curriculum Vitae

I was born on April, 25th 1995 in Novi Sad. Af-
ter first 6 years of primary school education I have
spent the remaining two at grammar school ”Jovan
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